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Photon arrival-time interval distribution (PAID) analysis is a new method for monitoring macromolecular
interactions. PAID uses fluorescence fluctuations to extract simultaneously coincidence, brightness in multiple
channels, diffusion time, and concentration of fluorescently labeled molecules diffusing in a confocal detection
volume. PAID is based on recording arrival times of photons detected on one or more detection channels and
plotting two-dimensional histograms of photon pairs, where one axis is the time interval between each pair
of photons 1 and 2 (in general not consecutive or detected in the same channel) and the second axis is the
number of other photons detected (not necessarily detected in the same channels as photons 1 and 2) in the
time interval between detection of photons 1 and 2. PAID is related to fluorescence correlation spectroscopy
(FCS) by a collapse of the PAID histogram onto the time interval axis. PAID extends auto- and cross-
correlation FCS by measuring the brightness of fluorescent species. Studies of fluorescently labeled DNA
demonstrate the capabilities of PAID to analyze interactions: PAID detected that DNA carrying two copies
of the fluorophore Cy3B is twice as bright as DNA carrying only one copy (simulating dimer vs monomer).
PAID also distinguished well between DNA carrying only one fluorophore (Cy3 or Cy5) and DNA carrying
both Cy3 and Cy5 (simulating complex vs free components). Solutions containing mixtures of these DNA
fragments were successfully analyzed. StudieEstherichia coliRNA-polymerase-DNA interactions
demonstrate the ability of PAID to analyze the complex mixtures expected in studies of macromolecular
interactions. The statistical accuracy of PAID matches the accuracy of other fluorescence fluctuation methods
while providing additional information.

1. Introduction (“high-occupancy” regime), many molecules occupy the detec-
tion volume and the fluctuations are averaged out. For interac-
tions where each partner is fluorescently labeled, this limits the
applicability of FFS to interactions with picomolar to nanomolar
dissociation constants (unlabeled partners may be present at
higher concentrations). Recent methods reduce the detection

In vitro and in vivo analysis of macromolecular interactions
(such as proteinprotein, proteir-nucleic acid, and protein
ligand interactions) are crucial for understanding fundamental
biological mechanisms. Fluorescence fluctuation spectroscopy
(FFS), which includes fluorescence correlation spectroscopy . . . -
(FCS) and related methods, is used for such analy&i§FS volume, aIIowmé:) FFS analysis at micromolar concentrations
monitors fluorescence fluctuations due to flow or diffusion of of quorophoresl._ ]
fluorescent species across a femtoliter confocal detection volume FOr low- or intermediate-occupancy systems, molecular
(defined by a tightly focused laser excitation profile and a prppemes translatg into features of thg fluorescence signal
detection pinhole). At concentratioi® < 1 nM, the average (Figure 1). Three important characteristics of photon bursts
molecular occupancy of the detection volume (“occupancy”) is detected as molecules diffuse in and out of the detection volume
smaller than one (“low-occupancy” regime), allowing the are (Figure 1A, right panel) the following: (i) duratione@
detection of photon bursts from single molectiiészor 1 nM arrows), which is proportional to the diffusion time of the
< C < 100 nM (“intermediate-occupancy” regime), fluorescence SPecies across the detection volume, (i) brightnesisie(
fluctuations are still sensitive to the addition or subtraction of arrows), which is the product of the laser intensity, the extinction
one molecule to or from the detection volume.@#& 100 nM coefficient of the fluorophore, the quantum yield of the
fluorophore, the detection efficiency, and the number of identical
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A L single-channel oné4>-17 because coincident bursts appear only
as a result of an interaction. To detect simultaneously free
species and complex (dimer), a single-channel experiment must

I . > I differentiate species that differ by a factor of 2 in brightness
-~ using intensity distributions which are widened as a result of
% varying paths through the detection volume. In contrast, dual-
.>I I{. channel experiments need only detect differences in the path-
):ﬁ independent ratio between the intensity of two chantels.
2 2 There are several existing methods for analyzing dual-channel
_f_Time t experiments. Fluorescence cross-correlation spectroscopy (FCCS)

B monitors interactions between molecules labeled with two

fluorophores with distinct emission using the cross-correla-
Coincidence tion.218 Multiparameter fluorescence detection (MFD) is a low-
t/ ‘ occupancy, single-molecule burst analysis method that measures

fluorescence lifetime, ratiometric expressidn?2%and bright-
> 63 ness?! Single-molecule fluorescence ratiometric methods moni-
g

Intensity

tor fluorescence resonance energy transfer (FRET) (if fluoro-
A phores are spaced by-8 nm), fluorescence anisotropy, and
B e spectral fluctuation&-??Two-dimensional fluorescence intensity
Time t distribution analysis (2D-FIDA) extends FIDA to the joint
Figure 1. Detection of macromolecular interactions using fluorescence photon-counting histogram for two channels, extracting oc-

fluctuation signals. (A) Left panel: two monomers and a tetramer of a cupancy and brightness in both channels but not diffusion times
fluorescently labeled species traverse the laser excitation profile (in or temporal dynamic&

green). Right panel: corresponding fluorescence bursts along with their . . . . .
major properties, width (red arrows, related to the size of species), height Here, we introduce photon arrival-time interval distribution

or intensity (blue arrows, related to the number of fluorophores on (PAID), @ new multidimensional data-analysis and data-
species), and time interval between bursts from identical species (greenfepresentation method that simultaneously measures occupancy,
arrows, related to the occupancy of species). (B) Left panel: two diffusion (and other temporal fluctuations), and brightness of
di_fferent molecules (one Iat?eled with a red fluorophore and the other geveral species omultiple detection channel$n contrast to
e o i o s, Preious methods, PAID erphasizes photon-ich e tervls
Coinci%ent detection )cl)f red and yel,low flgorescence (orange arrow) When f_Iu_orescent molecules_are pres_ent in the detection volume,
indicates a complex. since it is based on observing time intervals between photons
(not necessarily consecutive) rather than counting photons on

(a function of molecular size and shape) are required to measureasvenly spaced intervals; this feature allows intuitive visual
binding using diffusion constants (doubling the hydrodynamic interpretation of the data. PAID also provides “backward
volume for spheres leads to only a 26% increase in diffusion compatibility”, since the collapse of the PAID histogram onto
time). Brightness can also be used, since a dimeric species hashe time axis provides the familiar FCS correlation function.
twice the brightness of a free species (ignoring possible We characterized the ability of single- and dual-channel PAID
guenching). Brightness is a more sensitive reporter of interac- to analyze distinct species using both simulations and solution-
tions than diffusion, partly because it is shape-independent. based experiments. Analysis using fluorescently labeled DNA
However, brightness distributions are widened as a result of model systems and a protei®NA interaction showed that
varying diffusion paths through the detection volume. PAID is capable of evaluating both stoichiometry and affinity

Several FFS methods have been used for the analysis ofof interactions.
interactions. FC5 analyzes fluorescence fluctuations using
correlation functions, reporting on the time scale and amplitude 2. Theory
of molecular processes but not on distributions in brightness.
Moment analysis of fluorescence-intensity distribution (MAFID)
and higher-order correlation amplitudes use moments of photon-
counting histograms to monitor occupancy and brightdégs.
Photon-counting histogram (PCHand fluorescence intensity
distribution analysis (FIDA) fit photon-counting histograms
directly (originally developed in ref 5 as fluorescence distribu-
tion spectroscopy), allowing more accurate extraction of bright- Na
ness and occupancy and better identification of species with L) =0t —t,) (1)
different brightnes&? For a single species, FCS and PCH/FIDA £ '
performed on the same data set extracts both brightness and
diffusion time!® Fluorescence intensity multiple distribution Here,ta is the arrival time of théth photon from APD-channel
analysis (FIMDA) extends FIDA to simultaneously use multiple A andNa is the number of photons detected in charkeThe
time bin widths to obtain diffusion time as well as brightné&s.  number of photons arriving between timgg andtmaxis n =

In dual detection channel (“dual-channel”) experiments, f{:ﬁ: dt Ia(t). The arrival timeta; of each photon is recorded as
molecule 1 is labeled with one fluorophore (Figure ¥Bllow an integelta; with ta; = [tai/At], (brackets indicate the greatest
bulbg and molecule 2 is labeled with a second fluorophore with integer function, e.g., [3.14F 3). The main source of
distinct emission (Figure 1Bed bulbg; a complex of the two uncertainty in specifying arrival times is the resolution of the
molecules carries both labels, resulting in simultaneous photondigital clock used for timing photonsA¢ = 12.5 ns for a
bursts on both channels (Figure 1Brange arrow. Dual- National Instruments 6602 counting board), which is shorter
channel experiments are more sensitive reporters of binding thanthan the>1 us time scale studied here. For an experiment of

Intensity

&

2.1. Development and Description of PAIDPAID analyzes
streams of photon-arrival times rather than sequences of photon
counts. We obtain photon-arrival times using a dual-channel
microscope (Figure 2) with avalanche photodiode detectors
(APDs); we represent the resulting stream of detected photons
as a sum of Dirac delta functions:
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We see that the correlation is estimated by a histogratimf
intervals between photon arrivals: each pair of photogsind
tjis added to a histogram at the bin corresponding to the interval
T = t1; — tsi. We can specify > 0 without loss of generality,
since swapping the roles o andl is equivalent to changing
the sign ofz. Photons fromls start the time intervals, and
photons fromlt stop the intervals, so we defihgandl+ to be

the “start” and “stop” photon streams respectively; all quantities
associated withis and It are labeled with the subscrip&and

T, respectively.

L1 - PAID adds a photon-counting dimensiorto the correlation
PH —— function that includes brightness information missing in the
L2 e po, Counter-Timer correlation function. Previous methdd$'415count photons on

evenly spaced time intervals. In contrast, PAID directly extends
the correlation in eq 4 by counting photons on the time intervals

Time-stamp between “start” photon timets; and “stop” photon timesr;.
Photons This way of choosing the time intervals adapts the spacing of
the counted time intervals to the photon stream, focusing the
I I I I I ” histogram on “photon-rich” times. More importantly, by varying
Time t S and T, as well as the channel on which the photons are

counted, PAID can combine brightness information from more
than one channel with the temporal information in the correla-
tion. Choosing different channesand T emphasizes species
that emit in bothSandT (see sections 4.1 and 4.4). This allows
i occupancy, diffusion time, and brightness in more than one
Figure 2. Instrumentation for two-color cross-correlation measure- channel to be extracted simultaneously for multiple species.
ments. Two laser sources (514 and 633 nm) are introduced into an  For a single-channel experimer$ & T), the number of
inverted microscope, reflected by a dichroic mirror (DM1), and focused photons counted between photaradjisn=j — i — 1. The

by a 1.3 NA oil-immersion objective into a sample cell, assembled pa|p histogram classifies the photon pairs in eq 4 by the time
using two glass coverslips separatgdabl mmthick silicone gasket. int 7=t —t bet tart and st hot by th
Fluorescence from the sample is collected through the objective, intervalr = 1 i between start and stop pho y the

transmitted through DM1, and focused onto a pinhole (PH) by the Number of photons =j — i — 1 counted between them,

microscope tube lens (L1). After a second lens (L2), the fluorescence

is split by a dichroic mirror (DM2) into red and yellow channels. Red Ns Ns

and yellow fluorescence pass through band-pass filters (BP1 and BP2, Cssyan) = TZZ(S(”S. —tg)o(n,j —i — 1)/N§ (5)

respectively) and are detected using APD1 and APD2, respectively. &k !

The APDs emit an electronic pulse for every photon detected, and the

pulses are time-stamped using a counter-timer board and stored in ;. Ng L _

PC (the timed photons are represented in the figure as bars where the3Y "eWriting ¥, =0(z.tsj — ts)d(nj — i — 1) = d(z.tsitn+1 —

color of the bar represents whether the red or yellow channel detectedti) in _eq 5, we see that ds{r,n) = Pra(r)/NJT,

the photon). where Ri1(r) = S15,0(z tsirn+1 — ts)/Nsis the histogram of
) . ) waiting times to therf + 1)th photontgj+n+1 — tsi, forn =0,

duration T, ta; will be in the range 0, 1, ..T = [T/Af], 1, .... (Waiting-time histograms far = 0 have been used as

converting eq 1 to approximations for the correlation at short tin#ésind histo-

grams forn > 0 have been used in criteria for sifting for

Na burstg) By summing eq 5 ovan we obtain the autocorrelation
Ia(t) = ) d(t.ty) (2) of eq 4,

=

where d is the Kronecker deltad(t,ta) = 1 if t = ta;, and ¢ =N C

S(Lin) = O If L = Lo Csd7) 2 Cssérn) (6)

In FCS, the correlation function measures the relationship

between a photon stream at one tihg¢) and a second photon  restating the result that the sum of the waiting-time distributions

stream at a later tim(t + 7) as a function of the time interval  gives the autocorrelation functiéa.

T, For a Poisson process with constant rate= Ng/T, the
waiting-time distributions are Gamma distributions(Kr) =

Csr(7) = Ug(t)14(t + 7)) (t) 3) knt1zn exp(—kr)/n!), so the PAID function is €sr,n) = kg

exp(—kz)/nl. Using eq 6 (true for the function as well as the

If S=T, eq 3 defines an autocorrelation3f= T, eq 3 defines estimator), we see that the correlation function is constant,

a cross-correlation. Assuming a stationary stochastic processCsdz,n) = 1, as expected for the uncorrelated Poisson process.

the ensemble averages can be evaluated as time avefages: We now generalize the PAID histogram in eq 5 to more than
— limr—1/TY L (--+). Substituting eq 2 into eq 3, we obtain  one channel by defining three roles for the photons (the simple
an estimator for the correlation (the hat denotes an estimator),relationshipn = j — i — 1 no longer applies). We use the start
and stop channel definitions from eq 4, but we also count the
Ns Nr number of photonsy that arrive between timets; andty; in
CST(I) = TZZ:‘}(r,tTj — tg)/NgN; (4) an additional photon streahy(t) (the “monitor” photon stream),
== with photon arrival timegy:



3054 J. Phys. Chem. B, Vol. 108, No. 9, 2004 Laurence et al.

tijl
Mltsty) = 3 I (7) A Photon Streams
t=tsrtl (Filled Square < Photon Detected)
Im(t) is formally distinct fromls and I+ but can be set to be Start (I W T T T T T TTTTIEITTTT]
identical to one or both. When the photon count dimension is S GBI T T ol R T T T T e TT ]
added to eq 3, the general PAID function for more than one top
channel is Monitor | T2l TIsL] a5l 116
o] [2] |4] ©
CorplT,n) = Ogt)11(t)d[n,ny,(t,t + 7)] LLt) M(t) T (8) L || t-Time
n=3
This function can be graphed in two dimensions (a discrete axis | +=—T=7—+]
n and a continuous axig), where the additionah axis slices
the correlation into strips with different numbers of counted
monitor photons along the vertical axis. Rather than a photon
count probability distribution (the photon-counting histogram PAID Hlstogram
of P_CH(FIDA), the PAID function acts as a photon_—count (Color < Start Photon, Letter < Stop Photon)
distribution of correlations For an experiment of duration, & T
eq 8 can be estimated by a digital double summation histogram, 5 H_H:HJ
4
Ns Nr n; f
CorMdTin) = Tzzé(f,tﬁ — tg)o[n,ny(ts;ty) /NNy (9) f =
1=1)=
ofe |

For each pair of photoris; andty;, an event is placed in a 2D
histogram, where one axis is the time interva# t1; — ts;, and
the other axis is the number of monitor photons coumted T=7,n=3

Nu(tsitr). Figure 3 shows how a PAID histogram is formed Figure 3. Generation of a PAID histogram. (A) Photon streams from
from the start, stop, and monitor photon streams using €q 9. TOtxree channels (start, stop, and monitor channels). The start, stop, and

capture a wide dynamic range, log or quasi-log axes are usedmonitor channels are distinct in this example, which is not necessary
for the histograms (Supporting Information sections 1S and 2S). for the formation of PAID histograms. In fact, for a single-channel

0 2 4 68 10 12 14 16 18
T- Time Interval

By summing ovem and comparing to eq 4, we obtain experiment, they are all necessarily identical;, for a dual-channel
experiment, at least two are identical. Time axis is shown in discrete
o clock units. A filled square indicates photon detection at that specific
A _ A time position. Start photons are identified with different colors, sto
Cei(?) = ) CsnfT.n) (10) b P P

photons with different letters, and monitor photons with different
numbers. Each photon in the start channel is paired with each stop-
. ) . . channel photon occurring later in time. (B) PAID histogram. k¥exis
showing that the cross-correlation histogram is the collapse of is the time interval between the start and stop photonsy:ss is
CstM(,n) onto the time intervat axis. the number of monitor photons counted in the time interval between

Equation 9 is extended to include higher-order temporal the start and stop photons. Example photon pair: the blue start photon
correlations, or more monitor photon streams, by adding factors S paired with stop photon “d". The time interval between these wo
of the formd(z,,tr; — ts,;) for temporal correlations and factors ghgtons is 7 clock units, and there are three_ monitor photons (_numbers

. - , 2, and 3) between them. The corresponding entry into the histogram

of the form a(nz,Nw(tsitr)) f(?r_ additional monitor photon part B is coded with the blue background and the letter “d”.
streams &, T,, and M, for additional formal photon streams;
n, and 7, for additional photon-counting and time interval For F freely diffusing, fluorescent species in solution, we
variables). Higher-order temporal correlations are useful for specify the species by an index= 1..F; we associate. = 0
monitoring non-Markovian dynami@é,and multiple monitor with a constant background exhibiting Poisson statistics. The
photon count axes in a single histogram take better advantageprimary parameters of a diffusing speciesextracted from
of dual-channel measurements (see Supporting Informationfluorescence fluctuation measurements are the following: (1)
section 7.2S). Co, the occupancy or average number of moleculeg.in the

2.2. Application of PAID to Interacting Fluorescent concentrationd] is obtained by dividing ¢ = Cuo/Vesr. (2) 13,
Species Diffusing in Solution.When fluorescent molecules  the diffusion time of a molecule acro¥s, or the time at which
diffusing in solution are excited and detected using a single- the autocorrelation amplitude decays by a factor of 2 (excluding
molecule epi-fluorescence confocal microscope (Figure 2), the other fluctuations); for a Gaussian detection volume With
fluorescence is split into different channels (denofgdthat w, the “lateral diffusion time”;cE = w?%4D,, is used, wher®,,
detect spectral regions matching the emission spectra of theis the diffusion constant. ()qa, the brightness or count rate
fluorophores. Ex&) is the laser excitation profile, and CE§( per molecule averaged oveg;; in channelA (the average count
is the collection efficiency function of the collection opt#®s. rate for species in channelA is kya = c,qqa). FOr background,
The detectivity ¢(X) = Exc(X)CEF{), is used to calculate the  koa is the count rate in channdl. PAID currently extracts,,
effective detection volume/esr = (/' dV ¢(X))?/ [ dV ¢ 3(X). For 72, Gua, andkoa (other properties not yet extracted using PAID
our experiments, we use a numerically calculated detectivity include rotational diffusiof intersystem crossing,and pho-
(section 3.5). For simulations, we use a Gaussian detectivity, tobleaching®29.
o(X) = exp[—2(x2 + yA)/w? — 222/1?], wherew is the 1£% width PAID is used to study macromolecular interactions by
in the x andy directions and is length in thez direction Ve extracting occupancy, diffusion time, and brightness for interact-
= 73202). ing species. Since occupancies are directly proportional to the

n=i
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concentration of species, they can be used to assess the afﬂmt;tsw(r,n) _ j;oo dK,, Poi(KM,n){ z i EllélT)N(KMm*
08

of an interaction; for example, for a simple interaction with
equilibrium A+ B = AB, varying [A] and [B] and measuring
occupancies of A, B, and AB using PAID allows the calculation
of the dissociation constaiitq = [A][B]/[AB]. At nanomolar

concentrations generally used for FFS studies, association or
dissociation events are rare within the diffusion time scale.
Hence, we only observe A, B, and AB (but not any association

J. Phys. Chem. B, Vol. 108, No. 9, 2002055

.

Y
[f SKulD)* 7 + ; o3 f MKl £ S
o

(Kulo)* [0 MKl ks (23)
Y

or dissociation events) and can treat the diffusing species asThe asterisk (*) inside the brackets indicates repeated convolu-

“static” species. An upper bound &fncounter< 10 st for the

tions (not multiplications). The single-molecule expressions,

association rate is found using diffusion-limited encounter ratesfffé‘igw(KMm = [ dks /5 dkr PastKskr,Ku|7)kEK, are inte-

between equal-sized macromolecules A arff [esent at 1

grals overPystMkskr,Km|T), which is the joint probability

nM concentrations. This is greater than 100-fold slower than distribution for a molecule of speciesto have count ratksin

typical diffusion times. SinceKy = kgka, Where k, is the
association rate constant akgs the dissociation ratdg < 10
s~1 to have a significant population of AB.

2.3. PAID Function Model. We now briefly describe how
we model the PAID function of eq 8 for data fitting (described
in more detail in Supporting Information section 3S). A model

for the single-channel PAID function of a constant background
exhibiting Poisson statistics was given in section 2.1. A possible
extension of that model is a renewal process, where successiv

time intervalst; — ti—; andti;; — t; are independent but have
identical distributions, R{. For fluorescent species diffusing

in solution, however, count rates depend more on the diffusion
of molecules through the confocal detection volume than on

Sat time lag 0, count ratkr in T at time lagz, and integrated
intensity Ky between time lagat andz. Inside the braces in
eq 13, the first sum contains the correlated contributidgy,
accounting for the emission of each molecule at time lags O
andr; the second sum contains the uncorrelated contribution,
Lo« £ O - accounting for the emission of one molecule at

aST™M | gsTm :
time lag 0 and another at. The repeated convolutions

J1If Sl account for the effects of the uncorrelated

molecules on the distribution iKy. The integration oveKy
against the Poi{u,n) converts the expression from cumulative
intensity space to photon count space, accounting for shot noise.

The expression$ %3, (Kv|r) are approximated by Monte

the time since the previous photon; a renewal process would Carlo simulation of possible diffusion paths througk.3* Vess

be an inadequate model for this situation.

may be set as an analytical Gaussian detectivity, as a numerical

We model the photon emission statistics as a Poisson proces@Pproximation, or as an experimentally measured detectivity.

with a stochastic, fluctuating ratikes(t) for each channeh,
appropriate if the photons antibunch#gs neglected. Ad-

A scaling law is used to model changes in brightness or diffusion
time; if we change variableky, = Ku/Gumzs andz® = 7/75,

ditionally, we ignore intersystem crossing to triplet states and we find f ®2, (Kulz) dky = s o f 8D (K%129) dK’, (see

photobleaching. For the rakg(t), the probability for the number
of photons counted up to tintdollows the series of differential
equationsPa(t,n)/ot = ka(t)Pa(t,n — 1) — ka(t)Pa(t,n). Solving,
we obtain the Poisson distributiéa33

Ka(toD)]"
Patnity) = exp[_KA(tOvt)]# = Poi(Ka(to,t),n) (11)

where we defineKa(to,t) = f{o dt' ka(t') as the cumulative
intensity. Equation 11 only accounts for the “shot noise” intrinsic
to the counting process; varyirg(t) widens this distribution
further.

Supporting Information section 3S). Once the function
f 89 (K379 (whereqls = 0y = ¢y = 72° = 1) is known, the
function for any other parameter values can be obtained by
scaling the variables according to the definitiongdand Kf,,

The convolutions in eq 13 consume most of the time needed
to calculate the PAID function model. Because of the wide
temporal and dynamic ranges over which fluorescence fluctua-
tions occur, log axes are desirable. For the most efficient
calculation, the convolution method used must work in a log
domain (standard fast Fourier transform (FFT) methods use
linearly spaced data). We developed a novel method that
combines the use of the FFT with a quasi-log scale, making

We now apply eq 11 to the PAID function in eq 8, where the model calculation practical (Supporting Information section
the ensemble averages are performed first to account for shot3-2S)- On a 1.2 GHz Pentium 3 based PC, the simultaneous

noise, then for the varying ratés -[1 = [ -[dholrhte K(t) and
its integralKa(to,t) are functions of continuous time, and will
not be written using discrete time variables (we will use
tAt andzr = 7At). Using the rate&g(t) andke(t), andKwu(to,t) =
Ji, dt ku(t), eq 8 is converted to

CorfT.n) = EByO)ky(z)POi[Ky(At,7),n]CL ks (12)

where ks = [Kg(t)Ghe and kr = Ki(t)he are average rates.
Stationarity is assumed, $@ set to 0Ku(At,7) integrateskw(t)
from continuous timeét to z, converting from the expression
ineq7.

Each rateka(t) is split into contributions from background
and each oflq independently diffusing and emitting molecules
from each species. = 1..F in the sample volumeZéample
(concentration isd] = . Va/ 7ample = ColVer); ka(t) = Th_o
Yi%kaiA®t) = T (@ikadA(t). o = O denotes the constant back-
ground. Using the ratekia(t), eq 12 simplifies to a sum of
convolutions of expressions for single molecules,

fits of the 8 possible dual-channel PAID histograms with 14
free parameters shown in Table 6 took 3 min per iteration (with
~10 iterations per fit), whereas the fits for the single-channel
PAID histograms in Table 1 took 10 s per iteration (witi0
iterations per fit). Narrowing the range of time intervals used
or decreasing the number of fitted parameters reduces fitting
time substantially, without compromising the ability of PAID
to monitor interactions. For example, by reducing the time range
of interest from a range of s to 1 s to aange of 1Qus to 10

ms, reducing the time bin spacing from 10 bins per decade to
5 bins per decade, simultaneously fitting only half of the 8
possible two-channel PAID histograms, and reducing the
resolution in the convolution algorithm by a factor of 2, the
fits from Table 6 take 10 s per iteration (with10 iterations

per fit). The resulting fitted parameters typically differ by.0%.

3. Materials and Methods

3.1. Preparation of DNA. We used fluorescently labeled
DNA fragments as model systems for exploring the capabilities
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of PAID. The fluorophores used were Cy3B.{ ~ 560 nm,
Aem~ 580 nm), Cy3 fex ~ 550 nm,lem ~ 570 nm), and Cy5
(Aex ~ 650 nm, Aem ~ 670 nm). Six DNA fragments were

Laurence et al.

oil-immersion objective. Fluorescence is focused by the micro-
scope tube lens (L1) on a 1@6n pinhole (PH) and split with
a dichroic mirror (DM2; 630 DMLP, Omega Optical) into two

synthesized (the nomenclature used in the superscript report theletection channels: the Cy5 channel (filtered using a 650LP

fluorophore, the DNA position, and the DNA strand where the
fluorophore was introduced, i.e., T is the top strand and B is
the bottom strand): (1) DN®SBAT (2) DNACY3B.1T/CY3B.658 (3)
DNACVS'lT, (4) DNACyS,GSB’ (5) DNACyS,lT/Cy3,65I§ and (6)
DNACY5658 DNA fragments were prepared using standard
polymerase chain reaction (PCR) protoédlsith one or two
5'-labeled DNA primers, followed by purification using non-

filter (BP1), Omega Optical) and the TMR/Cy3/Cy3B channel
(filtered using a 580DF60 filter (BP2), Omega Optical). Silicon
avalanche photodiodes (APD1 and APD2, SPCM-AQR-14,
Perkin Elmer, Vaudreuil, QB, Canada) detect fluorescence
photons; a counter-timer board (PCI-6602, National Instruments,
Austin, TX) times photon-associated electronic pulses.

3.4. Simulation of Translational Diffusion of Molecules

denaturing gel electrophoresis. The sequence of the top strancand Photon Emission and DetectionSimulations for trans-

was 3-AGGCTTTACACTTTATGCTTCCGGCTCGTATAA-
TGTGTGGAATTGTGAGAGCGGATAACAATTTC-3. We
prepared mixtures of DN&SB.1T and DNACY3B.1T/Cy3B 658 gy
single-channel applications and mixtures of DNALT,
DNACY3.658 and DNACY>1T/CY3.65Bfor dual-channel applications.

lational diffusion of molecules, photon emission, and detection
were performed similarly to ref 38. A Gaussian detectivity with
w = 0.35um, | = 1.75um is placed at the center of a 3D
simulation box with siz&/ox= 3.5 x 3.5 x 17.5um3, assuming
periodic boundary conditions (a molecule that leaxggy

In all cases, the intramolecular separation between the tworeappears at the opposite side with the same lateral position); a

fluorophores is large (65 bp (base pairs40 A) to preclude
FRET. Data were acquired for 5 min using 30 pM to 1 nM
DNA in 20 mM HEPES-NaOH (pH 7), 50 mM NaCl, 5%
glycerol, and 1 mM mercaptoethylamine (Fluka, Milwaukee,
WI). We added 0.1% BSA (Panvera, Madison, WI) to the
DNACY3B.1T/Cy3B,65Band DNACY3B.1T samples to reduce adsorp-
tion onto surfaces. The concentration of DNAIT was
determined using U¥vis spectrophotometry and fluorescence
spectrophotometry for calibration. Higher-concentration<10
25 nM) samples were prepared for all DNA fragments, and

fixed number of molecules is placed inside the box. Diffusion
is simulated by a series of steps witth = 1us, during which

the excitation rate is kept constant (the diffusion tirRe= 100

us). At each step, the distance changexfqgr z are determined

by Gaussian random numbers, with mear 0 and standard
deviationo = (2DAt)¥2, whereD is the diffusion constant. Until
time At is passed, waiting times between a series of photon
detection events are generated using exponential random
numbers with a constant ratethat depends on the excitation
rate at the molecule’s position; the fluorescence lifetime is

occupancies and diffusion times were extracted using FCS as aneglected, as are other photophysical effects. A uniform random

basis for dilutions.

3.2. Preparation of RNA-Polymerase (RNAP) and RNAP
DNA Complex. Escherichia coliRNAP core was purchased
from Epicentre (Milwaukee, WI), and RNA®subunit ¢Cys59%
was purified and labeled at amino acid Cys596 using tetra-
methylrhodamine (TMR) as describ&RNAP holoenzyme and
RNAP—DNA complexes were formed essentially as descriSed,
using DNACY>65Bfor the formation of the complex; the complex
was diluted to 1 nM nominal concentration for the PAID
measurements. The large distaneel 00 A) between TMR and
Cy5 in the RNAP-DNA open complex precludes FRET
between the fluorophorégAfter formation of the RNAP-DNA
complex, the sample was loaded in nondenaturing 5% poly-
acrylamide gels and was electrophoresed at 10 VV/cm for 1 h;
the resulting gels were imaged using aryxfluorescence
imager (Molecular imager FX, Biorad, Hercules, CA) equipped
with 532 nm and 633 nm excitation lasers (for excitation of
“yellow” and “red” fluorophores respectively) and 585BP60 and
640LP emission filters (for detecting “yellow” and “red” channel
emissions, respectively).

3.3. Confocal Fluorescence Microscopyl'he instrumenta-
tion used is similar to that used in refs 16 and 22 (Figure 2).
For single-channel experiments, the 532 nm line from a solid-
state pumped Nd:YAG laser (GCL-100-S, Crystalaser, Reno,
NV; 100 kW/cn¥; excites Cy3 and Cy3B) was introduced using
fiber optics and reflected by an excitation dichroic mirror (DM1,;
400-535-635 TBDR, Omega Optical, Brattleboro, VT). For the

dual-channel experiments, two laser beams are introduced: 514

nm Art (543-A-A02, Melles-Griot, Carlsbad, CA; 200 kW/ém

number determines which channel detects the photon.

3.5. Calculation of Detection Volume and Diffusion
Parameters. A numerically approximated, non-Gaussian vol-
ume is used for PAID analysis to account for our experimental
conditions. The laser excitation profile, EX}( for an oil-
immersion objective focused 20m inside the aqueous solution
was calculated using Monte Carlo integration of plane-wave
contributions using expressions from ref 39, simplified to scalar
diffraction, and accounting for the water-glass dielectric inter-
face?° The effect of the pinhole, CEK), in the detection path
(100 um pinhole) was calculated using geometric opffcs,
accounting for the water-glass dielectric surface (Supporting
Information section 4S). The peaks of the E§cdnd CEFX)
were translated with respect to each other to ensure good overlap
in the z direction (to simulate adjustment of the pinhole or the
APDs). The detectivityp(X) = ExcX)CEFX) is used for
calculating the kernels described in section 2.3. The calculated
effective detection volume is 3;2n° (a concentration of 1 nM
corresponds to an occupancy of 1.9). The diffusion time of a
molecule of speciesx with a diffusion constantD, was
calculated by simulating many paths through the detection
volume: 7° = (2.8 x 10710 cnm?)/D,,.

Since the persistence length of dsDNA~450 bp or 500
A4t we treat the DNA as rodlike polymers with length~
240 A and diameteb ~ 20 A, with averaged translational
diffusion constarff

D = In(L/b)k /3L (14)

excites Cy3 and TMR, and to a much lesser degree, Cy5) andwherey, is the dynamic viscosity of the solution & 1.16 mPa

633 nm HeNe (05-LHP-171, Melles-Griot, Carlsbad, CA; 66
kwW/cmg, excites Cy5), and a different excitation dichroic mirror
(DM1; 390-510-630 TBDR, Omega Optical, Brattleboro, VT)

s for aqueous solution with 5% v/v glycet®)l For T = 25°C,
D = 3.9 x 1077 cn¥/s, sot® = 710 us in the calculated
detection volume. We model the RNAP holoenzyme (dimen-

was used. For both experiments, the laser excitation is focusedsions 120x 140 x 150 A3)37 as a sphere with radius in the

20 mm inside the solution by a 100 1.3 NA Zeiss Neofluar

range 60-75 A, where
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D =kgT/6yR (15) tion flattens); hence, the ridge of high correlation density decays
with a time scaler ~ r? (as with autocorrelation in FCS).
In this case, the expected diffusion time is-8191 ms. While the molecule that emitted the photon is present (time

3.6. Fitting Routine. We use nonlinear least-squares fitting  intervalt < 77), the average count rate in chandels (1 +
to extract the parameters from the PAID histograms, calculating C)du1 so that the peak of high correlation density follows a
the necessary partial derivatives numerically. We use 10 trajectory in the histogram of the form~ [(1 + c1)duiz (in
independent instances of the histogram to calculate estimateghe log plot in Figure 4A, the slope of the red ridge is 1 whereas
of the statistical errors of each bin to be used as weights in thethe vertical offset is log [(}- c1)cui]). After a time interval
fitting routine38 If a bin is nonzero in fewer than 10 instances, > 17, the molecule has diffused out ¢ and the average
it is excluded from the fit. Without this restriction, we found count rate returns to the value for a random timyey, so that
that only a few points dominate the value gf. The 10 the correlation density peak follows a trajectory of the farm
independent instances were individually fitted, extracting the ~ (C10:1)7 (in the log plot in Figure 4A, the slope of the second,
means and standard errors of the model parameters. The standa@range ridge in thepper-right corneris 1 whereas the vertical
error of the mean with 10 instancesvé\ ~3 (N = 10 is the ~ Offset is 10g€1011)).
sample size) times smaller than the sample standard deviation Individual parameters influence the PAID histograms in
for each parameter. The same procedure is used for FIMDA, specific ways (Figure 4BE). When occupancy increases 10-
FCS, and FIDA; each model used was specialized to diffusion fold (Figure 4B), the histogram narrows along the monitor
within a Gaussian detection volume (excluding triplet-state photon count axisdpposing arrow} the correlation amplitude
fluctuations, etc.). FIMDA histograms were formed using the decreases 10-fold, and the long time count rate increases 10-
same bins as the PAID histograms (Supporting Information fold (arrow on the upper-right). When the brightness increases
section 1S), and the spacing between counted intervals was sei0-fold (Figure 4C), the histogram shifts up in the +dgg plot
to 10 us for all time bin widths. (as indicated by tharrows) and narrows along the monitor

For experimental data, 300 s of data were split into 10 sections Photon axis. When the diffusion time increases 10-fold (Figure
of 30 s each; PAID histograms were calculated for each section,4P), the red and white contours are extended 10-fold along the
and the standard deviation of each bin was calculated to estimatdiMe interval and the monitor photon count axag¢w). When
the error of each bin; each section was fit separately, and the@ constant background with rake; = 5 kHz is added (Figure
mean and error of the mean of each fitted parameter was 4E), the correlation density decreases (since many start photons
calculated. Because PAID does not yet account for triplet-state @€ now uncorrelated background photons), the background
related fluctuations, the range of fitting for the experiments is 9ives rise to an additional shallow slogerow) of the histogram
restricted to time intervals greater than A€, The procedure {0 the right of the main correlation peak, and the total count
was modified for the low-occupancy dual-channel experiments "ate is doubled (seen at long time interva)sin Figure 4F, a
since there were too few bursts from DRALT/CY3.658 gnd second brighter species with; = 4qu1x, ¢, = 0.006,7; =
DNASYSLT resulting in large errors for the extracted diffusion 100us, and backgrounky, = 0.765 kHz is added (parameters
times. To obtain better statistics, the histogram for all 300 s chosen so that the correlation curves corresponding to Figure
was fitted, and subsequent bootstrap sampling was used to obtaidA and Figure 4F overlap, demonstrating the limitations of
error estimates for the extracted parametérBo obtain one ~ FCS).
bootstrap sample, the data were split into 10 sections of 30 s The advantages of PAID over FCS are demonstrated by
each; 10 of these sections were randomly selected with comparing Figure 4G to the PAID histograms in Figure-<4A
replacement (the same section can be selected multiple timesF. In FCS, the occupancy is extracted from the correlation
or omitted). The PAID histograms for the selected sections were amplitude, which iCs{r = 0) = 1 + 1/c; for a single species
then averaged. We obtained 10 bootstrap samples in this mannewith no background@sd{z = 0) = 11.0 for the black curve).
and fit each of the resulting histograms; the standard deviation One FCS limitation is that botbccupancy increase@igure
of the 10 values extracted for each parameter is quoted as errodB) andbackground increasefFigure 4E) decrease the cor-

bars for low-occupancy data. relation amplitude (cf. theed cure (¢'; = 10xc;) and thecyan
curve (with ko1 = 5 kHz) in Figure 4G). Another FCS limitation
4. Results is that changes in molecular brightness (Figure 4C) do not affect

the correlation curve (cf. thelack cuwe anddashed green cue
4.1. Graphical Representation of Single-Channel Experi- (q'112 = 10xquy) in Figure 4G), preventing the ability to
ments Using PAID. The PAID histogram is ideal for simul-  distinguish between components with different brightness (cf.
taneous measurements of diffusion time, brightness, and occu-the overlap of thenagenta lineand theblack linein Figure 4G
pancy. We now describe how the parameters of a diffusing to the difference between Figure 4A and Figure 4F).

species (occupancyy; brightness per molecule in channél ( The 2D representation shown in Figure 4, where changes in
= 1), quz; diffusion time,t?; and background ratéy;) affect brightness and diffusion time can be identified by changes in
the single-channel PAID histogram. Figure 4A shows the PAID specific features, is made possible by the definition used for
histogram for a 30 s simulation withh = 0.1,r§’ = 100us, i1 the PAID histogram. These features are not emphasized by

= 50 kHz, andky; = 0 kHz. At time intervalr = 0, a photon histograms based on counting photons on evenly spaced time
from one of the molecules is detected; the position probability intervals (cf. Figure 4A and Supporting Information Figure
distribution for the molecule that emitted the photon matches 4SA).

the detectivityp(X). The autocorrelation amplitude Gsqr = 4.2. Simulations: Quantitative Analysis of Stoichiometry

0) = (c1 + 1)/c,t meaning there are on averaget+ 1= 1.1 Using Single-Channel PAID.To demonstrate the ability of
molecules of species = 1 insideVer att = 0, and producing  PAID to extract simultaneously occupancy, diffusion time, and
a ridge of high correlation density at small(Figure 4A,white brightness, and to compare it to FCS, FIDA/PCH, and FIMDA,
and red contours The molecule exits the detection volume with  we generated single-chann& £ T = M), single-component

the diffusion time scaler? (the position probability distribu-  simulations in a Gaussian detection volume (section 3.4). The
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Figure 4. Effects of changes in the characteristics of diffusing molecules on the single-channel PAID histogram. The first histogram (A) was
formed from a single-channel simulation, with a single diffusing species &statop= monitor channel). The-axis is the time interval between

the start and stop photons; thexis is the number of monitor photon counts between them. The occupaocyi§.1, the diffusion time is?

= 100us, the brightness ig:; = 50 kHz, and the background count rategis = 0 kHz. Panels B-F illustrate how changes in the parameters of

the diffusing species, the background count rate, and the sample composition affect the PAID histogram. Arrows indicate changes in features (see
text for details). (B) The occupancy is increased 10-fold= 10c;. (C) The brightness per molecule is increased 10-fgld,= 10q1. (D) The

diffusion time of the molecule is increased 10-folti® = 101?. (E) A background component is addétl; = 5 kHz. (F) A species with 4 times

the brightness is introduceda; = 200 kHz, along with a backgrourd,; = 0.8 kHz (values chosen so that autocorrelations corresponding to parts

A and F overlap). (G) Autocorrelations, corresponding to the collapse of the PAID histograms in p&rtsnto the time interval axis, are shown

for comparison with FCS.
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TABLE 1: Parameters Extracted Using PAID, FIMDA, FCS, and FIDA Fits for Single-Channel, One-Component Simulations
in a Gaussian Detection Volume

averaged fits for 10 simulations (30 s each): low occupancy

parameters simulation: PAID FIMDA FCS FIDA
a 1.2+0.1 4.7+ 0.2 1.3+ 0.1 0.6+ 0.1
ko1 (kHz) 0.0 0.01+ 0.01 0.01+ 0.01 N/AP 0.02+ 0.01
c¢1 (mol) 0.1 0.100t 0.001 0.10G+ 0.001 0.099+ 0.001 0.105+ 0.001
T? (us) 100.0 98+ 1 99+ 1 100+ 1 N/AP
thi(kHz) 50.0 48.9+ 0.3 49.7+ 0.3 N/AP 47.3+£0.3
aFixed values are in italics, fitted parameters are quoted with error estimfides.available.
low-occupancy series consists of 10 simulations= 0.1, 7> fit of the data. PAID performed well: low-occupancy simula-

= 100 us, di1 = 50 kHz, andkg; = O kHz (Table 1). In the  tions yielded low errors (1% to 2%); intermediate-occupancy
intermediate-occupancy series, = 1.0 (Table 1S). PAID simulations yielded somewhat higher errors (1% to 8%, as well
performed well in both series, with an average error for each as biases up to 10% for the diffusion time and occupancy of
parameter of<2%. For low-occupancy simulations, FIMDA  the lower brightness species. The errors and biases of the
extracts values with accuracy similar to PAID, but with a worse FIMDA-extracted parameters were in general similar to those
fit (x2~ 4; see Supporting Information section 5S). For the extracted using PAID. However, for low-occupancy simulations,
intermediate-occupancy simulations, the fits are gggd- (1) the occupancy biases were larger20%). For intermediate-
and the extracted parameters are close to the simulation value®ccupancy simulations, occupancy biases were reduced, but the
(except for a 5% downward bias in the diffusion time). The background count rate values were off by 25%. Differences
accuracy of FCS-extracted parameters was similar to PAID and between PAID and FIMDA at low occupancy are primarily
FIMDA. The errors of the FIDA-extracted parameters were related to modeling, rather than to the histograms used (Sup-
similar to the errors found using the other methods. There are porting Information section 5S). FCS fits with fixed brightness
biases inc; andqy; due to diffusion during the time bin (time  did not converge for either high- or low-occupancy simulations.
bin width was 2Qus, /s the shortest diffusion time). These biases If both occupancy and brightness are fixed, diffusion times can
can be estimated using a correction fadfg# for occupancy be extracted, but with poorer accuracy than with PAID or
Capp = C/Tgir and brightnesspp = qlqirr.** For the Gaussian ~ FIMDA; since FIDA/PCH can (at best) fix the occupancies and
detectivity used, we obtainsp, = 0.107 andgapy = 47 kHz, brightnesses to their correct values, this demonstrates that
matching the values in Tables 1 and 1S. simultaneous fitting of FCS and FIDA/PCH cannot match the
We also performed low-cf = ¢, = 0.05; Table 2) and performance of PAID or FIMDA. The errors of the parameters
intermediate-occupancyy(= c; = 0.5; Table 2S) simulations  extracted from the two-species simulations were larger for FIDA
to test the ability of PAID to differentiate two components. than for PAID or FIMDA.
Figure 5 shows a representative PAID fit for a low-occupancy  4.3. Experiments: Quantitative Analysis Using Single-
simulation from Table 2; a one-species fit is shown to be a poor Channel PAID. Measurements were performed on DNA
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TABLE 2: Parameters Extracted Using PAID, FIMDA, FCS, and FIDA Fits for Single-Channel, Two-Component Simulations
in a Gaussian Detection Volume

averaged fits for 10 simulations (30 s each): low occupancy

parameters simulation: PAID FIMDA FCS FIDA
Va 0.77+0.04 1.1+ 0.3 1.3+ 0.2 0.5+ 0.1

ko1 (kHz) 2.0 2.00+ 0.01 1.90+ 0.01 2.0 1.99+ 0.03
¢, (mol) 0.05 0.048t+ 0.001 0.064+ 0.001 0.05 0.05% 0.002
rlD (us) 100.0 100+ 2 117+ 4 105+ 7 N/A2

Or1(kHz) 50.0 50+ 1 51+2 50.0 48+ 2

¢, (mol) 0.05 0.052+ 0.001 0.042+ 0.002 0.05 0.048& 0.003
r2D (us) 150.0 145+ 2 146+ 3 142+ 3 N/A2

O21(kHz) 100.0 96+ 1 106+ 1 100.0 100t 2

aNot Available.
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performed with Cy3 rather than Cy3B); similar stoichiometry
results are obtained using FCS in combination with the mean
count rate (not shown). On the basis of the calculated detection
volume (section 3.5), the occupancies of 1 nM and 0.1 nM
samples are expected to be, respectively, 1.9 and 0.19. The
occupancies extracted are within 30% of these values (the errors
are attributed to pipetting errors and losses on surfaces). The
measured diffusion times (62060 us) match the calculated
diffusion time (71Qus). The measured background rates for three
of the samples (0:20.4 kHz) are consistent with buffer-only
measurements (0.24 kHz). The exception is the background in
the intermediate-occupancy sample of DNZ1T/Cy3B.658
however, the background makes gd% of the signal.

Tables 4 and 4S list the results for two-component fits of the
one- and two-species samples. For the “fixed ratio fit”, the
brightness of one species is fixed to be twice the brightness of
the other; the total brightness can vary and the diffusion times
of the two components are kept equal. For the “restricted fit”,
only occupancies are allowed to vary; the brightness values for
the two components are set to be 1 and 2 times the brightness
from the single-labeled species in Tables 3 and 3S, the diffusion
times are taken from the same species, and the background is
taken from separate, buffer-only measurements.

For the single-species samples, only one component is fitted
with a significant occupancy for most of the fits (ratio of
occupancies> 10:1); the only exception is the “fixed ratio fit”
of the intermediate-occupancy sample of DNR1T/Cy38.658(the
ratio is 4:1; however, the restricted fit has a ratio of 12:1). For
the mixture samples, significant occupancies are fitted for both
components for all of the fits. By dividing the single-species

1 10
Manitor Phaoton Cournts

1 ’II-‘IJimeInt;rval(s)w occupancies (Tables 3 and 3S) by 2, we obtain the expected
Figure 5. Representative PAID fit from Table 2. (A) The PAID  Occupancies for the mixture; the expected occupancies of
histogram for the simulation (low occupancy). (B) The fitted PAID DNA®Y3B1T and DNACYSB.1CY3B65Bare, respectively, 0.10 and
histogram for the 2-species fit. (C) A 2D map of residuals for the fitted 0.07 for the low-occupancy samples and 1.1 and 1.2 for the
histogram in part B. (D) A 2D map of residuals for the 1-species fit. intermediate-occupancy samples. The occupancies extracted
(E) nglgontal sl_lces of PAID hlstogr_ams._ Slices of the simulation are fom the low-occupancy mixture match the expected occupan-
black; slices of fits are red and green; residuals are dashed. (F) Vertical _. S . T
slices. cies within 10% (except the lower brightness species is fit with
a 30% higher occupancy with the restricted fit). The occupancies
fragments to test the ability of single-channel PAID to dif- extracted from the intermediate-occupancy mixture are biased
ferentiate species in solution. Three samples were tested in thetoward the lower brightness species (identified with DMN&1T;
low-occupancy regime: 0.1 nM DNASEIT only; 0.1 nM 30% and 80% higher in the fixed ratio fit and restricted fit,
DNACY3B.1T/Cy3B,65Bgnly; and a mixture of 0.05 nM DN®?3B.1T respectively), decreasing the amount detected in the higher
and 0.05 nM DNAY3B.1T/ICy3B.658(Taples 3 and 4). Similarly,  brightness species (identified with DINpSB1T/Cy3B.658 2004
three samples were tested with 10 times higher concentrationlower and 50% lower in the fixed ratio fit and the restricted fit,
(in the intermediate-occupancy regime; Tables 3S and 4S). Forrespectively). These biases are likely due to inadequate modeling
the fits of the one-species samples (Tables 3 and 3S), allof the detection volume; spurious components or biases are
parameters were fitted; the model fits wejf (n the range of generally the result of imperfect overlap of model and data.
0.8-1.5). The important feature of the analysis is that the Nevertheless, significant occupancies for two components were
DNACY3B.1T/Cy3B,65Bjg ~.2 1 times as bright as the DNSB.1T, extracted in the mixtures, but not in the single-species samples,
demonstrating the ability of PAID to evaluate stoichiometry (See demonstrating the capabilities of PAID to detect heterogeneity
Supporting Information section 6.2S on initial experiments in single-channel experiments. For the fixed ratio fits, the
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TABLE 3: Parameters Extracted Using Single-Component PAID Fits for Single-Channel, Single-Species Experimepts

averaged fits for 10 measurements (30 s each): low occupancy

parameters DNAySB,lT DNACy3B,1T/Cy3B,65B
%2 0.8+ 0.1 1.2+0.1

ko1 (kHz) 0.39+ 0.03 0.37+ 0.04

¢1 (mol) 0.19+0.01 0.14+ 0.01

72 (us) 640+ 20 760+ 30

du1 (kHz) 9.9+ 0.2 21.5+0.7

aFor the buffer-only measurements; = 0.24+0.01 kHz.

TABLE 4: Parameters Extracted Using Two-Component PAID Fits for Single-Channel, One- and Two-Species Experiments

averaged fits for 10 measurements (30 s each): low occupancy

DNACY3B.1T DNACY3B.1T
DNACY3B.1T DNACy38.1 DNACy3B.1T/Cy3B,658 DNACy3B.1T/Cy3B,658 DNACy3B.1T/Cy38,658 DNACy3B.1T/Cy3B,658
parameters  fixed ratio fitt restricted fib fixed ratio fit restricted fit fixed ratio fit restricted fit
Va 0.8+ 0.1 1.9+ 0.3 1.2+ 0.1 2.3+£0.3 1.1+ 0.1 1.9+ 0.3
ko1 (kHz) 0.36+ 0.02 0.24 0.35: 0.03 0.24 0.4Gt 0.02 0.24
¢, (mol) 0.19+ 0.01 0.21+ 0.01 0.01+ 0.01 0.01+ 0.01 0.10+ 0.02 0.13+0.01
72 (us) 680+ 10 640 760+ 20 640 760+ 20 640
Ou1(kHz) 9.7+ 0.2 9.9 10.8£ 0.3 9.9 9.6 0.4 9.9
¢, (mol) 0.01+ 0.01 0.001+ 0.001 0.14+0.01 0.16+ 0.01 0.08+ 0.01 0.07+ 0.01
75 (us) 680+ 10 640 760+ 20 640 760+ 20 640
Oz1(kHz) 48+0.1 19.9 21.6:0.5 19.9 19.3: 0.8 19.9

aThe ratio between the brightness of both components, fixed to a factor of 2, and the diffusion times of the two components &r& tiaked.
brightness values are 1 and 2 times the values extracted from th&BNAsamples, and the diffusion times are fixed. The background rates were

extracted from separate experiments.

diffusion times extracted (630760 us) match the calculated

6B, RYRwith no AYB"). The correlation density peak in Figure

value (710Qus). The brightness values are consistent with those 6A corresponding to " (shown by thearrow) is absent in

extracted from the single-component fits (all within 15%).
4.4. Graphical Representation of Dual-Channel Experi-
ments Using PAID. In dual-channel experiments, the ability
of PAID to extract brightness for each species in multiple
channels is extremely important. As illustrated in Figure 1B, in

a dual-color fluorescence binding assay, one moleculasA
labeled with a fluorophore of one color (for example “yellow”,
denotedy), while the second molecule'Bs labeled with a
fluorophore of a second color (for example “red”, denotid
Three species are present in solution: free feee B, and
complexes AB'. The fluorophorey andr have corresponding
“yellow” and “red” detection channelsY andR, respectively.
Because of the vibronic tail of organic fluorophores toward the

Figure 6B (the small correlation peak in Figure 6B corresponds
to the contribution ofy into R). The RYY YRR and YRY
histograms (not shown) are similar to tR&Rhistogram.

The histograms witls= RandT = R emphasize time regions
where B and AB" are present, since both emit photonsRn
Specifically, for theRRRhistogram, the correlation peaks from
B and AYB" overlap since both have a similar brightnesgRin
(Figure 6D-F). There is only one correlation peak visible, where
B and AB" both contribute (Figure 6Darrows), so theRRR
histogram cannot distinguish well betweerl Bnd AB'.
However, for theRRYhistogram (Figure 66Gl), the correlation
peaks from B and AB" are well separated.YB" emits inY
(resulting in a correlation peak with high monitor photon count;

red end of their emission spectra, there is a small contribution left arrow), whereas B does not emit inY (resulting in a

fromy into the channeR; the contribution fronr into channel
Y is typically negligible.

For each dual-channel data set (from experiment or simula-

tion), we performed a global fit of the series of all possible
dual-channel PAID histograms, extracting brightness (in both
channels), diffusion time, and occupancy for the speck A

AY, and B. We write the channel assignments as three letter

codes,STM specifying the start, stop, and monitor channels
(eg., theRYRPAID histogram useS= R, T=Y, andM = R).

correlation peak with low monitor photon countight arrow)
(Figure 6, parts G and I). When'B'" is absent, the correspond-
ing correlation peak is noticeably absent, leaving only the
correlation peak resulting from"BFigure 6, parts H and 1).
TheYYYandYYRPAID histograms emphasize’and AB' in
a similar manner (Figure 6d1.).

In Supporting Information section 7.1S, all 8 dual-channel
PAID histograms were simultaneously fitted for the low-
occupancy simulations shown in Figure 6 and for intermediate-

For dual-channel experiments, there are 8 unique channeloccupancy simulations as well. The accuracy of the extracted

assignments for the PAID histogranRRR RRY, RYR RYY,
YRR YRY YYR andYYY The assignments dd and T (first

two letters) select species of interest, which emit photons in
both SandT. The choice oM determines which fluorophore
will be analyzed in terms of brightness. Figure 6 shows how
each PAID histogram emphasizes particular species.

Taken together, thRYR RYY YRR andYRYhistograms can
determine the properties ofYB'". The histograms witls = R
andT = Y emphasize time regions whenB\ is present, since
AYB' emits photons in botiR andY whereas A and B emit
only in one channel. Specifically, tHeYRhistogram monitors
the brightness of (Figure 6A,RYRwith AYB' present; Figure

parameters was within 7% for diffusion times and within 2%
for the remaining parameters.

4.5. Experiments: Quantitative Analysis Using Dual-
Channel PAID. We performed measurements on fluorescently
labeled DNA fragments to test the ability of dual-channel PAID
to detect multiple species in solution and measure their
occupancies, diffusion times, and brightnesses in both channels.
The fluorophores used in these experiments were Cy3 (as the
“yellow” fluorophorey) and Cy5 (as the “red” fluorophong.

On the basis of the occupancies measured at higher concentra-
tion and the dilutions used, the occupancies for the low-
occupancy samples were expected to be (09D.01 for



PAID: A Tool for Analyzing Interactions J. Phys. Chem. B, Vol. 108, No. 9, 2003061

e S TM S T M

2m RY
A
0.2m
0.06m TR T WA WA e
0.02m

80006-
0.002m=

S
Y

~

M
R

PRI AT AT MR

0~

wiid i T W L 1
E| T

rrelation Density

Species Present:

&R oes

Species Emphasized:

B E

T WETT WERT T AT TATTT WA ......_lr..... L

Monrtor Photon Counts

10
T «Time Interval (s)

L1np TS W | T |

T W 1 und Liied
T T

Species Present:

N
N

4 B
Species Emphasized:

T

Slices with
T=1ms

1 1 1 1

Correlation Density

5 10 107
Monitor Photon Counts

Figure 6. Dual-channel PAID histograms for simulations containing the species expected in an interaction study. Samtbpisdicate the red
and yellow fluorophores, respectivelg;andY indicate the red and yeIIow detector channels, respectively. Parts A, D, G, and J are PAID histograms
RYR RRR RRY andYYRof a mixture containingV (cl 0.05, rl = 300us, qir = 5 kHz, andgiy = 45 kHz),B" (c; = 0.05, 12 = 300us, Gr
= 50 kHz, andgzy = 0 kHz), andAYB" (c; = 0.05,r3 = 400us, gsr = 55 kHz, andqgsy = 45 kHz). The background in each channel was=
kovy = 2 kHz. In parts B, E, H, and K, the mixture does not contain the comp&') present in,parts A, D, G, and J. The effect of the absence
of AYB' is seen by comparing part A with part B, part D with part E, part G with part H, and part J with part K. Differences are pointed to by arrows
and discussed in the text. The cartoons of the free molecules and complexes indicate which species contribute to any large correlation density peak.
Vertical slices from the PAID histograms at time intervat 1 ms are shown in parts C, F, |, and L, showing the difference between the histograms
with and withoutAYB'.

TABLE 5: Parameters Extracted Using PAID Fits for Two-Channel, Single-Species, Low-Occupancy Experiments
fit for 1 measurement (300 s): low occupahcy

parameters DNAY>S 1T DNACY3.658 DNACY>.1T/Cy3,658
a 9.3+0.2 5.5+ 0.1 1.9+ 0.3
kor (kHZ) 0.82+0.01 0.76+ 0.01 0.68+ 0.01
kov (kHZz) 1.30+£0.01 1.1440.03 0.95+ 0.01
DNA fragment 1 DNA:VS'” DNACyS,GSB DNACySdark.lT/CyS,GSB
¢1 (mol) 0.022+ 0.001 0.073+ 0.003 0.023+ 0.003
T? (us) 430+ 10 5704+ 10 6704 60
e (kHZ) 12.0+0.1 0.944 0.03 0.8+ 0.1
Chy (kHz) 0.024+0.01 10.0+-0.3 9.24+0.8
DNA fragment 2 none none DNRE1T/Cy3,658
¢z (mol) 0.0124 0.001
75 (us) 650+ 10
Oz (KHZ) 6.8+0.3
oy (kHZ) 6.7+ 0.3

a All 300 s of low-occupancy data fit at once to improve statistics.

DNACY51T 0,124 0.01 for DNACY3658 and 0.08+ 0.01 for Cy5, as seen in previous studie®). The fragments were
DNACY51TICY3,658 The occupancy for DNAS1T/ICY3.658 was prepared and analyzed as free components (Table 5) and in the
found by analyzing the Cy3 fluorescence, so the occupancy following mixtures (Table 6): DNAY>1TDNACY3.658 (to simu-
quoted also includes DNarkIT/ICy3,658 (with nonfluorescent  late noninteracting species) and DRALT/CY3.655DNACYS. 1T
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TABLE 6: Parameters Extracted Using PAID Fits for Two-Channel, Multiple-Species, Low-Occupancy Experiments

fit for 1 measurement (300 s): low occupancy

DNACY3.658 DNACY3.658 DNACY3.658 DNACY3.658
DNACyS,lT DNACyS,lT DNACyS,lT' DNACyS,lTl
unrestricted restricted DNACY>.1T/Cy3,658 DNACY5.1T/Cy3,658
2 compo- 3 compo- unrestricted restricted
parameters nent fit nent fit 3 component fit 3 component fit
x? 2.8+0.2 3.5+ 0.1 2.3+:0.4 3.9+ 0.1
kor (kHZz) 0.874+0.01 0.88+ 0.01 0.80+ 0.01 0.784+0.01
kov (kHz) 1.04+0.01 1.04+ 0.01 1.12+0.01 1.08+ 0.01
DNA fragment 1 DNAYS1IT DNACYS1T DNACY>1T DNACY>1T
c¢1 (mol) 0.018+ 0.001 0.016+ 0.001 0.01H4-0.001 0.016+ 0.001
T&’ (us) 430+ 10 430 360+ 10 420
Oir (kHZ) 11.0£0.2 12.0 15.4-0.4 125
Ouy (kHz) 0.014+0.02 0.02 0.02:£ 0.03 0.0
DNA fragment 2 DNACY3.658 DNACy3.658 DNACy3658a DNACy3.658a
¢z (mol) 0.068+ 0.001 0.067: 0.001 0.077-0.003 0.088+ 0.001
T? (us) 530+ 10 570 570+ 10 570
Ozr (kHZ) 0.954 0.02 0.94 0.89: 0.02 0.94
Qzv (kHZ) 10.2£ 0.1 10.0 11.2:0.3 10.0
DNA fragment 3 none DNAyS,lT/Cy&GSB DNACyS,lT/Cy3,6SB DNACyS,lT/Cy3,658
cs (mol) 0.0001+ 0.0001 0.015E 0.002 0.013+ 0.001
T3D (us) 650 680+ 40 650
Osr (kHZz) 6.8 7.3+ 0.7 6.8
Qav (kHz) 6.7 6.8+ 0.3 6.7

a|ncludes contributions from DN@ark1T/Cy3,658

DNACY3858 (to simulate interacting species). The consistency Gaussian detectivity, significantly highgt values were found.
between the values extracted from fits of data from single- For example, fitting the three-species mixture data from Table
species samples and values extracted from multiple-species fit$ using the Gaussian volume resulted in fits with= 13 (see
of mixtures demonstrates the ability of PAID to analyze mixtures residuals for “fit 2” in Figure 8B-F); the non-Gaussian volume
of species. The same samples were also prepared with 10-foldyieldedy? = 2.3.
higher occupancies (intermediate-occupancy samples; Support- Table 5 shows fitted values for the samples with one species
ing Information section 8S). of DNA fragments; all parameters were allowed to vary. To fit
Figure 7 shows how to visually detect the presence of the the data for DNAY51T/CY3.658 tywo components were necessary,
double-labeled DNAY51T/Cy3.65Bsing PAID histograms. Two  one with Cy3 only and another with Cy3 and Cy5. This is due
low-occupancy data sets are shown: DNAT/CY3.655DNACY51T to nonfluorescent Cy5; single-species fits and inspection of time
DNACY3658 (Figure 7, parts A, D, G, and J) and DN&17 traces both indicate the presence of a species emitting only in
DNACY385B (Figure 7, parts B, E, H, and K). By comparing the the Cy3 channel?#6 A species with nonemitting Cy3 was not
two sets of histograms, we can identify DR&1T/Cy3.658 Refer found. For the single-species data (Table 5), the extracted
to section 4.4 and Figure 6 for a description of which species occupancies were 35% to 70% lower than expected from higher-
are emphasized by each histogram (ON#Bcorresponds to  concentration FCS experiments (note: for DNALT/CY3.658 the
AY, DNA®>1Ttg Br, and DNACY>1T/CY3.658t0 AYBT). In Figure occupancies for DNAY>1T/Cy3.658gnd DNACY>dark1T/Cy3,658 gre
7, because the occupancy of DNAS5Eis higher than that of ~ added). The difference between extracted and estimated oc-
DNACY5.1T/ICy3,658 the peaks corresponding to DIQYR1T/Cy3,658 cupancies can be attributed to loss of DNA on surfaces during
are less pronounced than those in Figure 6. handling (see Supporting Information section 8S for intermedi-
In Tables 5 and 6, we obtained fits with 20y2 > 1 (ideally ate-occupancy samples). Diffusion times extracted for
%2 ~ 1). Although the quality of the fits is sufficient for accurate DNA®Y>1TC¥3.658and DNACY25B are similar to the theoretical
and consistent extraction of parameters, the deviations indicated®nes (556-700 us vs 710us); diffusion times for DNAY>1T
by the highery? sometimes give rise to biases (see below). are shorter{400us), largely due to photoinduced isomeriza-
Figure 8 shows a fit of th&YRhistogram (same as Figure 7A, tion,*” although photobleaching of Cy5 within the detection
emphasizing DNAY51T/ICY3.655 for the mixture in Table 6; this ~ vVolume and triplet-state fluctuations may play a role. Extracted
is one of the eight simultaneously fitted histogrand= 2.3). brightness values are similar to those found in single-channel
Residuals show no large scale patterns (see Figure 8C and fit 1€Xperiments.
in Figure 8, parts E and F). Data from intermediate-occupancy samples were analyzed
The deviations between model and fit can be attributed to Using FCS over the same range of time intervals, modeling only
two general sources. First, many photophysical properties arediffusion (Supporting Information section 8.3S). Variations in
not yet modeled in PAID, such as triplet-state fluctuations and diffusion time were correlated variations found using PAID,
fluorescence saturatidf photobleaching®2®and photoinduced  indicating that the photophysical properties that affect FCS have
isomerizatiort” Although time intervals less than 1@ are  similar effects on PAID.
excluded from the fit to minimize photophysical effects, these = We performed two fits for mixtures of DNA fragments
properties still affect fitted values. Second, deviations of the simulating noninteracting and interacting species (Table 6). The
experimental detection volume from the modeled volume may first fit assumes the correct number of species but allows all
also play a role in the increasgd.*® For Tables 5 and 6, we  parameters to freely vary; the second fit uses the single-species
used a non-Gaussian detectivity (section 3.5); when we used aparameters already extracted to restrict the parameters for the
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Figure 7. Dual-channel PAID histograms for samples containing species of labeled DNA fragments corresponding to those expected in an interaction
study. The histograms chosen are the same as in Figure 6. Parts A, D, G, and J are PAID hid®¢RaRRR RRY andYYRof a DNA®Y51T,

DNAC®Y3.658 and DNACYSITICY3.658mixture. Parts B, E, H, and K are PAID histograms of a DMAT and DNA®Y3658 mixture. Differences in the
histograms (due to the absence of DNAT/®Y3.655 are pointed to by arrows. Parts C, F, |, and L compare vertical slices of the histograms at time
interval r = 1 ms. Because of the inactive component of Cy5, the occupancy of the dual-labeled species is significantly lower than the other
species, lowering the peaks corresponding to the dual-labeled species (cf. Figure 6). See Figure 5S in the Supporting Information to see correlation
corresponding to the collapse of these PAID histograms.

free components, except for occupancy. These fits show that aDNA®Y> complex, the distance between TMR and Cy5-500
sample with two species can be distinguished from a sample A, excluding interactions between the fluorophores (Murakami
with three species. PAID performed extremely well; the et al.)3” We examined free DN&S, free RF™R, and an
occupancies extracted from the mixtures using restricted fits interaction mixture that contained thecR'R—DNACY5.658
were consistent with the occupancies extracted from the single-complex along with free species (“RNAR DNA” sample;
species samples (within 15%, except for DNALT, which is Table 7). PAID analysis of DNA&5658 recovered brightness
27% lower). and diffusion times similar to the ones of the previous DNA
For the unrestricted fits, the occupancies extracted for fragments (8.9 kHz vs 9410.2 kHz and 44Qis vs~400 us,
DNACY3.658Band DNACY>1T/ICy3.65B3re consistent with the values  respectively). Analysis of &MR recovered brightness of10
obtained using the restricted fits (typically within 10%). kHz, while the diffusion time of~710us was larger than that
However, the occupancy extracted for DNA!T in the three- of DNA®YS but smaller than the theoretical valuel( ms; section
species sample is smaller (30%), with compensating increases3.5). This may be due to the reasons mentioned in previous
in the brightness extracted iR. The diffusion times and  sections, or to imperfect modeling of the diffusion constant of
brightness values extracted are consistent with those found forthe protein.
the single-species samples (within 10%, except for the brightness The RNAP+ DNA sample shows the presence of four major
of DNA®Y>1T the three-species mixture, which is about 20% species that are also observed after resolution of RMANA
higher). samples on polyacrylamide gels (Figure 9). For the RNAP
4.6. Analysis of RNA-Polymerase-DNA Interactions. We DNA interaction, distinct species can be identified on the basis
used PAID to study the formation of RNA-polymerase com- of their gel mobility and theirY:R emission ratio (note that
plexes with DNA, showing that PAID can resolve and quantitate electrophoretic mobility depends on size and charge and is not
species with differences in brightness and/or diffusion time. simply related to free translational diffusion measured by PAID).
DNA was labeled with Cy5 (as the “red” fluorophargto yield The major species are characterized as (i) free DNA, (ii)
DNACY5858 RNAP was labeled with TMR (as the “yellow” o-associated species, (i) RNABNA complex, and (iv)
fluorophorey) on theo subunit to yield ™R, In the RyTMR— aggregates (a heterogeneous species with a large variety of sizes
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B DNA complex (section 3.2) and of RNAFDNA complex with

F F nonfluorescent Cy5 (analogous to DR¥Aak1T/Cy3,658in section

§ g s u-‘ - ‘ QIR 4.5). Species 3 shows comparable emission at No#md R
: ! “‘1 ] 1 channels (corresponding to a single copy of TMR and a single

unts
a:"

u

£ 1
2 S10° ' ] : i e o .
£ cE . E 3 \ £ copy of Cy5) and diffusion time (790s) slightly larger than
£o 810?22 : - the free holoenzyme (71@s) and larger than free DNA (440
- 10" ] A .. 480us with Cy5 attached, 556700us with Cy3); we identify
2" 3 this species as “RNAPDNA complex”. Species 4 shows
=10°4 . ﬂ emission only at théf channel, with high brightness (corre-
10° 10* 102 10° sponding to a mean of3 copies of TMR per species), and has
T - Time Interval (s) the longest average diffusion time (8a@6) of all species; we
C F D F identify this species as “aggregates”. Species 4 is a heteroge-

neous species, likely containing aggregates with varying num-
bers of subunits; different sections of data contained bursts of
highly variable height and duration (most of the bright bursts
from species 4 are of+1 ms duration; however, we have
observed “yellow-labeled” species that generated bursts longer
~E that 1 s with a peak height of 60 kHz). This variability is
manifested in the PAID fits by the larger uncertainties found

i o e for the brightness and diffusion time of species 4. PAID also
10° 10* 10% 10° ; . ;

T - Time Interval (s) recovered the occupancy of the various species; however, since
PAID measurements are performed in a different concentration
regime, matrix, and buffer than the gel mobility assays, we do
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Figure 8. PAID histogram withSTM = RYRand fit (Table 6). (A) validates the use of PAID for analysis of complex mixtures.
The PAID histogram for the data. (B) The fit to the PAID histogram Such a complicated mixture will present a great challenge for
using non-Gaussian detectivity (fit 1, 1 of 8 histograms fitted other popular FFS methods, such as FCS, FCCS, PCH/FIDA,
simultaneously). (C) A 2D map of the residuals for fit 1. (D) A 2D 2D-FIDA, or FIMDA. These methods are not able to simulta-
map of the residuals for the fit using Gaussian detectivity (fit 2). (E) heoysly monitor the diffusion time and brightness on both
Horizontal slices of the PAID histograms. Slices of the simulation are h | ting th liable detecti d ch terizati
black; slices of the fits are red and green; residuals are dashed. (F)C annets, p.reven lng e re_la € detection and characterization
Vertical slices. of the species obtained using PAID (2D-FIDA would be able

) ) ~_ to separate and identify the species, but would lack the
ranging from smaller oligomers to large aggregates). (This will jrformation on diffusion time). PAID reliably separates the
be discussed in further detail in another manuscript, which is species by extracting the relative brightness in the two channels;
in preparation.) When a three-component PAID fit was per- the diffusion time assists in the separation but also proves very
formed on the RNAP+ DNA sample (not shown), a single  yseful in species identification. For example, the diffusion time
species with onlyY-channel emission was extracted, with provides additional evidence for the discrimination between the

brightness corresponding te2 copies of TMR per species. This  aggregates and the lower brightnessassociated species that
result was inconsistent with the biochemical system (Figure 9), emit in the same channel.

with visual inspection of the PAID histograms, and with
fluorescence intensity time traces showing few exceptionally 5 piscussion
bright bursts in they channel (such bursts were absent in the
buffer or DNA®Y>658 and were extremely rare in theoR‘R Because of their ability to differentiate distinct species and
sample). Therefore, a four-component PAID fit was performed extract their individual properties, FFS methods are valuable
on the RNAP+ DNA data, recovering four species with tools in the analysis of macromolecular interactions. We have
diffusion times andy:R brightness ratios that correspond well introduced PAID, a multidimensional method applicable to
to gel-resolved species of RNAP DNA samples (Figure 9). multiple channels, and have demonstrated robust, simultaneous
This fit yielded additional information inaccessible to ensemble extraction of occupancy, diffusion time, and brightness in single-
fluorescence imaging or other FFS methods. and dual-channel formats for multiple species. Such simulta-
Species 1 has properties consistent with those of free neous extraction of occupancy, diffusion time, and brightness,
DNACY5.658 (emission only in theR channel, corresponding to  which improves identification and characterization, has previ-
a single copy of Cy5); we identify this species as “free DNA”. ously been performed in only one chanielThe PAID
Species 2 shows emission only in tiehannel (corresponding  histogram provides a visual representation that emphasizes the
to a single copy of TMR) and diffusion time smaller than the interesting features of the species such as occupancy, brightness,
RNAP—DNA complex or holoenzyme but similar to DNA  and diffusion time. The modeling technique used for PAID
(compared with the 6086700 us found with Cy3 in previous  accurately models the possible diffusion paths through any
sections); we identify this species as a combination oba “  known detectivity, allowing the direct application of diffraction
associated species” generated during the preparation of RNAP calculations or experimentally determined detectivity. The model
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TABLE 7: Parameters Extracted Using PAID Fits for the RNAP—

J. Phys. Chem. B, Vol. 108, No. 9, 2002065

DNA Interaction

averaged fits for 10 measurements (30 s each): low occupancy

parameters DNA RNAP RNAR- DNA sample
Va 1.3+£0.1 0.8+ 0.1 0.7£0.1
kor (kHZ) 1.0+ 0.1 0.9+ 0.1 1.2+ 0.1
koy (kHz) 1.4+0.1 1.3+0.1
species 1 DNAYS1T Ro™R free DNA
¢ (mol) 0.23+ 0.01 0.18+ 0.01 0.11+ 0.01
72 (us) 440+ 10 710+ 30 480+ 20
air (kHZz) 8.9+ 0.1 14+0.1 12.4+ 0.7
thy (kHz) 124+ 15 0.4+ 0.2
species 2 o-associated species
c (mol) 0.30+ 0.02
77 (us) 590+ 50
Or (kHZ) 0.9+0.1
(07 (kHZ) 14.0+£ 0.5
species 3 RNAP—DNA complex
cs (mol) 0.11+0.01
75 (us) 790+ 30
gar (kHZz) 10.0+ 0.1
Oy (kHZ) 9.3+0.2
species 4 aggregates
¢4 (mol) 0.05+ 0.01
72 (us) 850+ 70
Qar (kHZ) 3.3+£0.3
Qay (kHZ) 35+ 3

@ Includes contributions from RNAPDNA complex with nonfluoresce

A B C Species identified
— ———— in Table 7
) ¥
: - o -|Species 4: Aggregates
Job Dl |
| P ¥ B
! H [ 1
e e e < Species 2:
-c NI S - g-associated species
R - | 'Species 1: Free DNA

Figure 9. Fluorescence-based gel images showing the major species
present in the RNAP- DNA samples. (A) Species with TMR-based
signals (532 excitation, 585BP60 emission); species identified as
aggregates (found in the wells of the gel), RNAPNA complex, and

nt Cy5 attached to DNA.

to be twice as bright as a pure species with one fluorophore.
Previous studies suggested that this is possible, but since no
systematic attempts to control stoichiometry or purity were
undertaken, their results cannot be considered as rigorous tests
of the ability of FFS to extract stoichiometfy? In contrast,

the careful design, construction, and purification of the DNA
model systems used in the present work, combined with PAID
analysis, establishes this capability. The experiments also
demonstrated that PAID is capable of detecting heterogeneity
in brightness, while extracting diffusion times.

FIMDA is the only previous method that has capabilities
similar to single-channel PAID. PAID and FIMDA show similar
accuracy for most of the simulations, but FIMDA shows higher
biases for some parameters extracted in low-occupancy condi-
tions (the more important experimental comparison has not been
performed). On the other hand, FIMDA already accounts for
triplet-state fluctuations, whereas these remain to be incorporated
into the PAID model. It is possible to use a simultaneous fit of
FCS and FIDA/PCH to extract information about brightness and

o-associated species are visible. (B) Species with Cy5-based signalsdiffusion time simultaneousl§?2 However, our fits show that,

(633 excitation, 650LP emission); species identified as RNBRA
complex and DNA are visible. (C) overlay of images A (green color)
and B (red color); coincidence of the red and green signal is shown as
orange. The only species showing coincidence is the RNBRA
complex.

works naturally with logarithmic axes, allowing PAID to be
used over a wide dynamic range. With simulations, PAID has

even if FIDA/PCH fixes the occupancy and brightness of two
species to their correct values, FCS is not able to extract the
values for the diffusion times as reliably as PAID or FIMDA.

Correlated increases in brightness and diffusion time can help
verify molecular interactions, providing more evidence than if
brightness and diffusion time are determined individually. With
its capabilities, single-channel PAID can be applied to areas

been shown to match the statistical accuracy of existing methodssuch as assembly and stoichiometry of membrane proteins

while providing additional information.

In single-channel applications, PAID monitors occupancy,
diffusion time, and brightness of several species as functions
of experimental conditions or time, allowing monomeric species
to be distinguished from oligomeric species (Figure 1A). With
our experiments on DNA model systems labeled with Cy3B,
we obtained a basic result needed to demonstrate that FFS ca
extract stoichiometry by using brightness to count fluoro-

(receptors, ion channef§)and amyloid plaque formatiof:5°

FCS has been applied to the characterization of amyloid
B-peptide polymerizatiofl-52where the presence of aggregates
was detected as large changes in diffusion times. Some
arguments were presented about the height of fluorescence bursts
indicating aggregation, but this was not quantified rigorously.
iBingle-channel PAID would allow brightness and diffusion time

to be quantified, providing two observables for the degree of

phores: that a pure species with two fluorophores is measuredaggregation.
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Dual-channel methods provide improved sensitivity over attractive for its simplicity, this prevents the modeling of
single-channel methods for the analysis of the interactions usingpossible trajectories through the detection volume used in PAID.
FFS215-17 We demonstrated PAID-based extraction of coin- Comparisons between how FIDA and FIMDA, PCH, and PAID
cidence, diffusion time, brightness, and occupancy of several account for non-Gaussian detection volumes differently will be
species in a single data set, which has not been done withinteresting and will be the subject of a future study.
previous methods. We used control experiments both to check PAID can impact measurements where simultaneous deter-
consistency in unrestricted fits and to restrict certain parameters,mination of coincidence and diffusion (or other temporal
increasing confidence in the remaining fitted parameters. The dynamics) are critical. We plan to use PAID to monitor protein
PAID analysis of the RNAPDNA interaction demonstrated  protein interactions and proteiDNA interactions. We also plan
the ability of PAID to analyze complex systems, detecting to extend the PAID model to include photophysical properties
concentration, brightness, and diffusion time for multiple species of the dyes (triplet-state induced blinking, singlet and triplet-
present in a mixture. This ability allows quantitation of the state saturation, photobleaching), and to incorporate an experi-
various free and bound species present in equilibrium binding mentally measured detectivity; these improvements will increase
reactions, thus paving the way for generating binding constantsconfidence in additional dynamics or species found during
between interacting partners in a high-throughput, low-volume fitting. We will extend the model to account for two monitor
assay format (with suitable simplifications and optimizations channels (see sections 2.1 and 7.2S) and to become compatible
of the PAID method). with studies of immobilized molecules and systems involving

Experimental complications were encountered that may skew flow. Such improvements will allow in vitro analysis of protein
results: likely adhesion of molecules to the surface, nonfluo- Protein interactions and prote#DNA interactions, as well as
rescent (possibly photobleached) Cy5, and photoinduced isomer-2nalysis of interactions in a cellular environment.

ization. Improved results are expected with the use of passivated
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By extending FCCS to PAID, we can use brightness informa-
tion to discriminate between species and background. In FCCS,
leakage and background can hamper extraction of the occupanc
of complexes; although control experiments can extract leakage
and background, it is often essential to extract all parameters
from one data set, requiring control experiments only for
checking consistency. PAID can often extract all parameters

simultaneously and will be indispensable in cases where precise Supportl_ng Informatlo_n Avallablgz B'F‘ specification anq
control experiments are impractical or impossible. For example, normalization for PAID histograms; algorithms for constructing

cellular autofluorescence changes as a function of position, PAID h'|stograms; PAID funct|on.m.0del; figure of numerlca!ly
preventing background measurements for a particular spatial"’“O'Orox'matec.]I dete_ctlon volume,_sfmgle-chan.ne_l, intermediate-
position in a cell that contains different fluorescent species. occupancy simulations and qu'f'ed FIMDA,_s_,lngIe-cha_mneI,
FCCS was used to monitor the endocytosis of Cy2- and Cy5- mtlermedla.ue.-occupancy experiments and !n|t|al experiments
labeled cholera toxin (CTX) into cell.PAID can improve the using Cy3; simulations of quantitative anaIyS|s_ of binding using
characterization of the species most importantly by determining dual-channel PAID and PAID histograms with two monitor

the brightness in each channel and the number of CTX subunitsChanneIS; correlations for dual-chgnnel, Iow-occupan.cy Eexperi-
per vesicle. ments and PAID and FCS analysis of dual-channel, intermedi-

) . . ... . ate-occupancy experiments. This material is available free of
PAID prow_des _awsual representation that focu_ses on cr|t|ca_1l charge via the Internet at http:/pubs.acs.org.

features of diffusing species over a large dynamic range. This
is vital, since clear visual features in histograms provide the potarences and Notes
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