
Development of Beam Position Monitors for Final Focus

Systems at the International Linear Collider

Christina Jane Swinson

Wolfson College, Oxford

Thesis submitted in fulfilment of the requirements for the degree of Doctor

of Philosophy at the University of Oxford

Trinity Term 2010



Abstract

The next major step forward for particle physics is a new generation of TeV energy linear

colliders. Two systems of beam position monitor (BPM) have been developed for use in the

beam delivery system of such a collider. Working prototypes of these two systems will be

presented, the first being an interaction point (IP) beam position feedback system making

use of stripline BPMs and the second a system of very high resolution cavity BPMs.

Testing of the feedback system installed in the extraction line of the Accelerator Test

Facility (ATF) at the High Energy Research Laboratory (KEK) in Japan is presented. The

performance of the stripline BPMs used in this system is investigated and shown to have a

resolution of a few microns with a latency of less than 10ns.

Thirty two C-band cavity BPMs were installed throughout the extraction and final focus

beamlines of ATF2. Commissioning of this system and an investigation into the properties

and performance of the BPMs will be described. It will be shown that resolutions of < 100

nm have been achieved and ascertained using Model Independent Analysis (MIA) techniques

and the system fully commissioned for normal accelerator operation.
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Chapter 1

Introduction
The next major step forward for particle physics is a new generation of linear collider.

The largest accelerator of this kind to date is the Stanford Linear Collider (SLC)

which had a linear accelerator of length two miles with an achievement of 92GeV

centre of mass energy [1]. The next step is to produce a linear collider capable of

colliding leptons at much higher beam energies. This new generation of accelerators

will achieve energies on the scale of TeV with lengths of the order tens of kilometers.

These new higher energy machines will allow precision measurements of high mass

particles and contribute towards greater understanding of the Standard Model. At

such energies there are also many possibilities for discovery beyond the Standard

Model.

1.1 The International Linear Collider

The International Linear Collider (ILC) is one of the major designs put forward for the next

generation of linear accelerators. The ILC project is a collaboration of over three hundred

scientific institutions and universities from over 20 countries [2]. Figure 1.1 [3] shows a

representation of the proposed layout of the ILC.

The ILC is a linear electron positron collider with a centre of mass energy of 500 GeV

with a view to upgrade to 1TeV at a later date [4]. The major advantage of the use of leptons

in high energy physics experiments, as opposed to hadrons, is the cleanliness of the particle

interactions. Hadron collisions produce a large number of different particle interactions due

1



1.1 The International Linear Collider 2

Figure 1.1: A basic representation of the proposed ILC layout [3].

to the internal structure of the hadrons (quarks and gluons) whereas leptons are fundamen-

tal particles with no internal features. Electron positron colliders therefore expect lower

background radiation and event rates making it easier to identify and reconstruct specific

events.

It is necessary for the next generation of lepton colliders to be linear in nature due to

the effects of synchrotron radiation in circular machines. A charged particle accelerated

along a curved trajectory will emit radiation thereby energy; this energy must be replaced

by the accelerating structures. Since the energy lost due to this radiation is dependent upon

E4/r [5], where r is the radius of curvature of the path of the electron, the limiting factors

in a circular accelerator are the size of the synchrotron and the strength of the accelerating

cavities. For example, in order to double the 100GeV electron energy achieved at the Large

Electron Positron collider (LEP) with the same accelerating cavities the machine would

need to be sixteen times larger [6]. This same issue does not arise at the Large Hadron

Collider (LHC) since the energy lost by a charged particle due to synchrotron radiation is

also inversely proportional to m4 (where m is the mass of the particle) [7], making the use

of a circular machine to accelerate protons to TeV energies possible.

1.1.1 Particle Physics at the ILC

It is hoped that the International Linear Collider will provide the means to push the bound-

aries of current knowledge of particle physics and help to explain the universe around us.
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Fermions Bosons
u c t WQuarks
d s b

Z
νe νµ ντ γLeptons
e µ τ g

H∗

Table 1.1: The Standard Model of particle physics (∗ as yet unobserved).

Alongside the potential for discovery the ILC will be a precision instrument capable of giving

a more detailed view of any new physics processes discovered at the Large Hadron Collider

currently operating at CERN, Geneva. There are many working theories on the impact of

a machine such as the ILC on particle physics, most notably: precision measurement of the

Higgs boson, explanations of the origin of dark matter and a deeper understanding of the

Standard Model.

The Standard Model is currently the most complete and widely accepted theory of particle

physics. This model is a convolution accounting for unified electroweak theory and quantum

chromodynamics. Table 1.1 shows the fundamental particles described by the Standard

Model, there are two major types; fermions and bosons. Fermions are spin 1/2 particles which

can be split into two groups; quarks and leptons. Quarks come in six different flavours; up,

down, charm, strange, top and bottom. They are subject to strong, weak and electromagnetic

interactions and have a non integer value of elementary electric charge (either +2
3

or −1
3
).

Quarks have not been found to exist independently, instead they exist in pairs or threes

combined in such a way as to give a one or zero value of electric charge. These groups of

quarks are known as hadrons and may contain both quarks and anti-quarks. The leptons

consist of electrons, muons, taus and their corresponding neutrinos, making six in total.

Leptons are subject to weak and electromagnetic interactions but are not subject to the

strong force. Electrons, muons and taus have a charge of 1e (where e is the charge on the

electron) and neutrinos are electrically neutral.

Bosons are force carrying particles with integer spin, there are five in total (four of which

have been observed experimentally); W & Z particles, photons, gluons and the Higgs boson.
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(a) (b)

Figure 1.2: Feynman diagrams [11] of dominant Higgs production mechanisms at the ILC [4].

The weak force is mediated by the W and Z particles, the electromagnetic force by photons

and the strong force by gluons. The Higgs boson is as yet unobserved and may be able to

explain the origin of mass.

Higgs Boson

Although the Standard Model has proved to be very successful in explaining the properties

of fundamental particles which have been observed in high energy physics experiments, it is

not capable of predicting their masses or explaining the reason why members of the same

particle generation have differing masses. The underlying mechanism of mass generation

may be explained with the discovery of the Higgs boson. The Higgs boson is an, as yet

unobserved, fundamental particle (hypothesised by Peter Higgs in the 1960’s) [8] which may

help in the understanding of the properties of matter and in the explanation of electroweak

symmetry breaking. The Higgs Boson is hypothesised to be a spin zero particle which is the

quantum of a scalar field (i.e. invariant under Lorentz transformation). In order to account

for mass we assume the presence of this uniform field, known as the Higgs field. This field is

locally distorted whenever a particle moves through it and it is this distortion which causes

the particles to gain mass [9]. This gathering of the field is known as the Higgs boson.

Figure 1.2 shows the two main processes expected to produce a Higgs particle at a linear

electron - positron collider [10].
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(a) (b)

(c)

Figure 1.3: Feynman diagrams [11] of possible SUSY production mechanisms at the ILC [12].

Supersymmetry

Supersymmetry is a theoretical model of particle physics postulated as a realistic extension of

the Standard Model. As with the Higgs boson its hypothesis arises from the mass property

of particles in the Standard Model. It is a proposed attempt to unify strong, weak and

electromagnetic forces into a grand unified theory [13]. It is thought that each boson has

a massive, so called, superpartner. Fermions have bosons as their partners and bosons

have fermions (meaning each particle differs from its superpartner by spin 1/2) [14]. Some

of these particles (known as the lightest supersymmetric particle (LSP) which are weakly

interacting massive particles [15] (WIMP), and being the lightest of the supersymmetric

particles, unable to decay) may also be good candidates for the dark matter [16] predicted

by observations of gravitational behavior of rotating galaxies. These superpartners have not

yet been detected but are expected to be visible at higher, but achievable, energies of m̃ ≤

1TeV [17]. Figure 1.3 shows Feynman diagrams of mechanisms by which supersymmetric

particles may be produced at the ILC.

Top Quark Physics

The top quark is the most massive of the quark family of fundamental particles and it is

for this reason that very high collision energies are required to observe and measure this
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Figure 1.4: Feynman diagram [11] of top quark pair production at the ILC.

particle. First discovered at the Tevatron accelerator, Fermilab in 1995, the top quark

has been measured to have a mass of 171.3±1.2 GeV [18]. The ILC will provide precision

measurements of the particle’s properties and interactions including a mass measurement of

greatly reduced error than previously achieved [19], and a measurement of the total decay

width. Figure 1.4 shows a Feynman diagram of one possible top quark pair production

mechanism at the ILC. Top quark production may also lead to evidence of physics beyond

the Standard Model [20].

1.1.2 The Accelerator

As represented in figure 1.1, the ILC consists of two similar linear accelerators (linacs) placed

head to head, one for the acceleration of electrons and one for positrons. Each of these linacs

aims to accelerate the electrons/positrons in bunches of 2× 1010 particles to energies of 250

GeV (with possible upgrade to 500 GeV); a summary of accelerator and beam parameters

is shown in table 1.2.

Particle Sources

The ILC is designed for electron - positron collisions to make use of polarized sources and

minimize the amount of background radiation produced per desirable event. Figure 1.5 [4]

shows a schematic of the electron source. The electron beam will be produced using a

photocathode DC (direct current) electron gun; a titanium-sapphire laser with 2 ns pulse [21]

knocks electrons from a GaAs photocathode target. These electron bunches are then focused
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Parameter Value
Total site length (km) 31

Length of Beam Delivery section (km) 4.5

Main Linacs

Average accelerating gradient in cavities (MV/m) 31.5

Length of each Main Linac (km) 11

Beam pulse length (ms) 1

Average beam current (mA) 9.0

Damping Rings

Beam energy (GeV) 5

Circumference (km) 6.7

IP Beam Parameters

Center-of-mass energy (GeV) 500

Peak Luminosity (cm−2s−1) 2 ×1034

Repetition rate f(Hz) 5

Number of particles per bunch N 2× 1010

Number of bunches per pulse nb 2625

Bunch interval in the Main Linac tb(ns) 369.2

in units of RF buckets 480

Normalized emittance at IP γε∗x(mm.mrad) 10

Normalized emittance at IP γε∗y(mm.mrad) 0.04

Beta function at IP β∗x(mm) 20

Beta function at IP β∗y(mm) 0.4

R.m.s. beam size at IP σ∗x(nm) 639

R.m.s. beam size at IP σ∗y(nm) 5.7

R.m.s. bunch length σz(µm) 300

Disruption parameter Dx 0.17

Disruption parameter Dy 19.4

Beamstrahlung parameter Υave 0.048

Energy loss by beamstrahlung δBS 0.024

Number of beamstrahlung photons nγ 1.32

Luminosity enhancement factor HD 1.71

Table 1.2: Nominal design parameters for the ILC [4].
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Figure 1.5: Layout of ILC polarized electron source [4].

in an electric field and accelerated to 5GeV in a 250 m linac and then injected into the

damping ring. Positrons are made using photons, produced by the passage of a relativistic

electron beam through an undulator, incident on a metal target [22]. The positron beam is

also accelerated to 5 GeV before being injected into its damping ring. Figure 1.6 [4] shows

a schematic of the positron source.

Damping Rings

Two 6.7 km damping rings (one for electrons and one for positrons), situated in the middle

of the accelerator (figure 1.1), will serve to reduce emittance and to stabilize the beam by

removal of jitter [23].

The beam is injected into the damping ring where its trajectory is dictated through the

use of bending magnets. As the beam travels through the magnet its path is bent in order to

keep it inside the damping ring beampipe. This bending causes emission of photons from the

electrons (or positrons) causing a reduction in momentum. This is known as synchrotron

radiation and its effect is to reduce the beam emittance to give a stable tightly packed

beam [24]. Synchrotron radiation causes the electrons to lose energy so this is replaced,

during each turn of the damping ring, by use of an accelerating RF cavity to ensure the

beam is extracted from the damping ring at the same energy with which it was injected (5
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Figure 1.6: Layout of ILC positron source [4].

GeV).

Ring to Main Linac

The ring to main linac (RTML) is designed to take the beam extracted from the damping

ring and prepare it for injection into the main linac. The main functions of this beamline

are as follows [25]:

• Acceleration from 5 - 15GeV

• Removal of jitter and dispersion (introduced by damping ring extraction kicker etc.)

• Collimation of beam halo created in damping ring (caused by space charge effects)

• Correct particle polarization from vertical (in damping ring) to that required at the

interaction point

• Bunch compression (beam is elongated in the damping ring and must be shortened to

ILC interaction point parameters before injection into the main linac)

Main Linac

The ILC main linacs, one each for electrons and positrons, having a length of 11.3 km [4]

each, will accelerate the beams from 15 GeV to 250 GeV [26]. The beams will be accelerated
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Figure 1.7: Layout of RF unit for use in ILC main linac [4].

using helium cooled, superconducting, L-band (1.3 GHz), niobium cavities with an acceler-

ating gradient exceeding 30 MVm−1. The linacs are made up of a number of RF units (278

for the positron and 282 for the electron linac), each of which consists of three cryomodules

containing 26 superconducting cavities. Figure 1.7 [4] shows a diagram of the layout of one

unit.

Beam Delivery System

The goal of the beam delivery system (BDS), situated in the last 4.5 km of the accelerator, is

to ensure that nanometre-sized particle beams reach the interaction region and collide with

high luminosity. The BDS will focus the beam to 639nm in the x plane and 5.7 nm in y, it

will also maintain this beamsize and ensure collision of the two beams. The BDS will also be

home to many different types of beam diagnostics instrumentation, such as beam position

monitors and wire scanners, for measurement and control of beam parameters [27].

1.1.3 Beam Luminosity

Alongside high energies, one of the most important properties of the incoming beams at

the point of collision is luminosity. It is desirable that the maximum number of events be
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achieved per collision, this value is determined by the product of the luminosity and the

interaction cross section. The event rate is given by equation 1.1, where R is the event rate,

L the luminosity and σint the interaction cross section, and the luminosity by equation 1.2

R = Lσint (1.1)

L = f
Nn1n2

4πσxσy
HD (1.2)

Where n1,2 is the number of particles in each colliding bunch, N is the number of bunches

per train, σx,y is the transverse rms beamsize at the interaction point (IP), f is the frequency

with which the bunches collide and HD is the luminosity enhancement factor. The luminosity

enhancement factor arises from the Coulomb interaction between the incoming beams.

The beamsize, σx,y, may be written as in equation 1.3 giving an expression for luminosity

in terms of beam emittance (equation 1.4).

σx,y ≈
√
σ2
βx,y

+ σ2
δx,y

=

√
εx,yβx,y +D2

x,y

(
∆P

P

)2

(1.3)

where σx,y can be deconvolved into an emittance (σ2
βx,y

) and a dispersion (σ2
δx,y

) contribution.

It is also the case that εx,yβx,y >> D2
x,y

(
∆P
P

)2
in the dispersion free region of the beam

delivery system, where ∆P/P is the momentum spread of the beam and Dx,y is the dispersion

function (The dispersion function relates the real trajectory of a particle to that of the

ideal orbit and will be discussed further in section 2.3). The quantities εx,y and βx,y are

the emittance and betatron amplitude function respectively. The emittance is the area of

the phase space ellipse occupied by the beam and the beta function is the amplitude of

the betatron oscillation. It can be seen from equation 1.4 that in order to achieve a high

luminosity each bunch must be small, highly populated and of low emittance.

L = f
Nn1n2

4
√
εxβxεyβy

HD (1.4)
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Figure 1.8: Diagram of the final doublet magnet setup in the ILC final focus system. Using
standard notation QF1 indicates a quadrupole magnet which focuses the beam in x and
defocuses in y, and QD0 focuses in y and defocuses in x.

Nanometre-sized Beams

To achieve high luminosity the ILC will use flat nanometre-sized particle beams; 5.7nm in

the vertical dimension and 639nm in the horizontal [4]. Flat beams are used instead of round

beams in order to minimize e+e− pair production caused when particles pass through the

electromagnetic field of the opposing beam. Figure 1.8 shows the method by which such

small beams are achieved. The section of the BDS situated next to the interaction point is

known as the final focus system, the aim of which is to demagnify the beams down to nanome-

tre level [28]. The final focus system acts as a telescope [29] using strong (140Tm−1 [30])

quadrupole magnets to focus the beams (figure 1.8). The beam is first made large using

a defocussing magnet (QF1) and then squeezed down to 5.7nm, in the y dimension, using

a very strong focussing magnet (QD0). The use of such high strength magnets introduces

chromaticity in the beam which is corrected by the use of sextupole magnets which ac-

company each quadrupole. Working with such small beams presents many challenges in

beam instrumentation with respect to measurement of beam properties. This has prompted,

among other things, the development of cavity beam position monitors capable of nanometre

precision measurements of beam position (see chapter 4).

Feedback Systems for Luminosity Optimization at the ILC

Achievement of the maximum number of events is also dependent on precision alignment of

the beams to ensure a head on collision. Where head on collision does not occur σxσy in the
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(a)

(b)

Figure 1.9: The effect of vertical beam offset on luminosity for e+ e− collisions. (a) is for a
the simplified case of no interaction between the two incoming beams (HD = 1) and (b) [31]
is for the various different ILC beam parameters [4].
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luminosity calculation (equation 1.2) now represents the area of the portion of the beams

which collide [32]. Figure 1.9a shows the variation of normalized luminosity with normalized

vertical position offset of the beams for two Gaussian distributed same-sized beams. The

relationship is as follows [33]

L/L0 = e
− 1

4
∆y2

σ2
y (1.5)

Where L/L0 is the normalized luminosity, σy the vertical beamsize and ∆y is the offset in

vertical position of the beams. This is for the simplified case of no interaction between the two

incoming beams (HD = 1). Figure 1.9b shows simulated results of the variation of luminosity

as a result of vertical offset between two colliding ILC beams [31]. An offset in transverse

position between the two incoming beams may occur due to cultural noise and ground

motion. Several position feedback systems will be used throughout the ILC to maintain beam

orbit with high frequency ground motion requiring the most complex correction system. This

motion causes movement of the final doublet quadrupoles which in turn causes transverse

beam motion and a total loss of luminosity through beam misalignment and emittance

growth [34]. It is the intent that, at the ILC, there will be a fast feedback system designed

to correct beam misalignment at the individual bunch level through the use of beam position

monitors and fast kickers (see chapter 3).

1.2 The Accelerator Test Facility - A Low Emittance

Test Facility for Linear Colliders

The Accelerator Test Facility (ATF) at KEK, Japan is a small test accelerator designed for

use in the development of subsystems to be used in the next generation of linear colliders.

Initially designed as a test facility for JLC (Japan Linear Collider) [35], the ATF is an

ideal test facility for ILC beam diagnostics and orbit correction systems. Figure 1.10 [36]

shows the layout of ATF, after a recent upgrade, divided into 5 major sections; injection

(photocathode RF gun), linac, damping ring, extraction line and final focus system.
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Injection and Linac

Electrons are produced using a photocathode RF gun. Electrons are released by a laser inci-

dent on a cesium-telluride photocathode [37]. These electron bunches, containing typically

1 × 1010 particles, are then accelerated through a 90m long S-band linac to reach a beam

energy of 1.28 GeV, with an achieved average accelerating gradient of 26 MVm−1 for the

nominal case [38].

Damping Ring

When the beam has exited the linac it is then injected into a 138 m circumference damping

ring, consisting of two arcs and two straight sections, where it is stored for a few hundred

milliseconds [39] to produce a beam with emittances of εx ≈ 1 nm.rad and εy ≈ 6 pm.rad [40].

The beam is then extracted from the damping ring into the extraction line.

Extraction Line

The ATF extraction line is used primarily for testing and development of prototype beam

diagnostics and orbit correction systems. The low emittance of the ATF beam makes it ideal

for testing ILC beam instrumentation, specifically those to be used in the final sections of

the accelerator before collision. Among other things ATF has seen extensive testing and

development of laser wire scanners, precision beam position monitors and orbit feedback

systems. A recent upgrade to this facility has made way for many new projects and is

providing a much improved beam quality.

1.2.1 ATF2 - A Final Focus Upgrade to ATF

The commissioning of the upgrade to ATF2 is ongoing with the aim of achieving the following

goals [41]:

• Achievement of 37nm beam size
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Parameter ATF2 ILC
Beam energy (GeV) 1.3 250

Relative luminosity: L/L0(m) 1 3.5-4.5

Emittance: γεx/γεy(mrad) 5× 10−6/3× 10−8 1× 10−5/4× 10−8

β at IP: β∗x/β
∗
y(mm) 4.0/0.1 21/0.4

η′ at IP: η′x 0.14 0.094

Energy spread: σE(%) ∼ 0.1 ∼ 0.1

Chromaticity: Wy ∼ 104 ∼ 104

Beam size at IP: σ∗x/σ
∗
y(µm/nm) 2.8/34 0.66/5.7

Aspect ratio: σ∗x/σ
∗
y 82 115

Table 1.3: ATF VS ILC beam parameters [42].

• Demonstration of a compact final focus system based on local chromaticity correction

• Maintenance of the small beam size

• Control of beam position down to 2nm level at IP

• Demonstration of beam orbit stabilization with nanometre precision at the IP

• Establishment of beam jitter control techniques at the nanometre level with an ILC-like

beam

In order to develop suitable systems to ensure beam delivery at the ILC it is ideal to have

a beam comparable to that of the ILC. Table 1.3 [42] shows a comparison of ATF2 and

proposed ILC beam parameters. Whilst the ATF2 beam is not comparable in energy to

that of the ILC it is an ultra low emittance beam with a very small beamsize. These two

properties together with common values for energy spread and chromaticity produce a beam

whose behaviour is representative of the ILC beam, allowing the ATF2 final focus system as

a scale model of the proposed ILC final focus system [42] to be meaningfully tested.
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Nanometre Scale Beam Position Measurements

The nanometre sized beam at ATF will require a very high resolution beam position moni-

toring system in order to accurately determine its position. It is to this end that an extensive

array of cavity beam position monitors have been installed throughout the extraction and

final focus beamlines.

Feedback Systems

Position and angle feedback systems are an essential component of the ILC beam delivery

system to ensure maximum collision luminosity. A prototype ILC feedback system is cur-

rently being tested by the FONT (Feedback on Nanosecond Timescales) [43] research group

at ATF. This project may also prove to be of use in the day to day running of ATF, providing

position stability and therefore reducing beam jitter.

1.3 Summary

The future of particle physics is dependent on the development of accelerator technology to

allow very high energy particle collisions to take place. The Large Hadron Collider (LHC) is

currently fulfilling this role via TeV hadron collisions. The next step is to build an accelerator

to provide not only high energy collisions but high energy collisions of leptons, specifically

electrons and positrons, to allow more precise particle measurements to be made. A linear

collider is the best way of achieving this important goal.

One of the major requirements of any particle accelerator is that of high luminosity.

The aim is to cause as many particle interactions as possible each time two bunches of

particles collide; this is achieved by an exceptionally small, dense beam and by ensuring

the beams coincide with maximum overlap of the bunches. This luminosity requirement is

what makes the beam delivery system (BDS) such an important part of the accelerator. The

remainder of this thesis is dedicated to the development of two of the major parts of the
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BDS: position feedback systems and nanometre resolution cavity beam position monitors,

including research and development of prototype systems at ATF.



Chapter 2

Beam Position Monitors
Beam position monitors (BPMs) are an integral part of any beam diagnostics system

and are found in most accelerators. In addition to their research use in understanding

the properties and behaviour of particle beams BPMs are also essential for the day

to day running of an accelerator. This chapter will give a short introduction to beam

position monitors and their most common applications.

2.1 Transverse Measurement of Charged Particle Beams

There are many methods and devices for determining the transverse beam position. This

section will concentrate on button, stripline and cavity beam position monitors, the three

most common types of BPM in use.

2.1.1 Button BPMs

Button BPMs usually consist of two or more pairs of button shaped electrodes placed into

opposing sides of the wall of the beampipe. The position of the beam is determined using

the coupling of the electrodes with the electric field of the beam. This is often the simplest

method by which the beam position can be measured.

It is convenient to consider the image charge of the beam since for relativistic beams the

image charge has the same distribution as the beam charge [45], simplifying the interpretation

of beam position monitor signals. In the relativistic case the longitudinal component of the

20
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Figure 2.1: Diagram, showing a cross sectional view, of a typical button BPM used at ATF.
This BPM has two pairs of circular shaped electrodes (or pickups) [44].

electromagnetic field is Lorentz contracted leaving the field with an almost purely radial

component. The beam position is calculated from the difference between the current induced

in each pair of buttons, and can be normalized by the beam charge using the sum of these

two signals. Figure 2.1 [44] shows a schematic of a typical button BPM used at ATF.

2.1.2 Cavity BPMs

The use of resonant cavities as BPMs is a more recently developed method of transverse

beam position measurement. A cavity BPM consists essentially of a cavity constructed

in such a way as to resonate strongly at some specified frequency. As the beam passes

through the cavity its electric field produces a high frequency wave which causes the cavity

to resonate. Of the many possible excitation modes the mode chosen is one where the electric

field component in the direction of motion of the beam is equal to zero so when the beam is

at the centre of the BPM no oscillation is induced and therefore no output signal is seen. For

beam position monitors it is usual to use the dipole mode, although this is not necessarily

the most prominent mode, since the amplitude of the output of this mode varies linearly

with the beam’s distance from the cavity wall. Cavity BPMs will be discussed in more detail

in chapter 4.
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Figure 2.2: A diagram representing a transverse cross sectional view of a typical stripline
BPM. The sketch shows four stripline electrodes, each one with a pickup at one end of the
metal strip.

2.1.3 Stripline BPMs

A transverse cross sectional representation of a typical stripline BPM is shown in figure 2.2,

and figure 2.3 shows a photograph of a longitudinal view of a stripline installed at ATF2.

Stripline BPMs work in a similar way to button BPMs with the one major difference being

that the electrodes are elongated strips as opposed to being button shaped (figure 2.4). This

has the effect that the bipolar signal seen is much slower (figure 2.5) than that seen by a

button, with the difference between the two peaks being equal to twice the length of the

striplines.

As the beam travels through the beampipe it is accompanied by an image charge, of

equal magnitude but opposite sign to that of the beam, induced in the wall of the beampipe.

The BPM is a discontinuity in the beampipe and as the image charge crosses this gap a

voltage is induced in the metal strip. This results in two pulses, one traveling forward and

one backward with respect to the direction of motion of the beam, one of which goes to the

electronics (figure 2.4(a)) whilst the other travels down the strip. As the beam reaches the

downstream end of the BPM (figure 2.4(b)) it encounters a second discontinuity at the end

of the strip, this again produces two identical pulses though opposite in polarity to those
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Figure 2.3: Photograph of stripline BPM installed in ATF2 extraction beamline. The signals
are read from the four pickups located at the left hand end of the BPM.

created upstream. Since, in the relativistic case, the pulse produced at the upstream end of

the strip arrives at the downstream end at the same time as the beam it coincides in time

with the pulses produced at the downstream discontinuity. This means that since the pulses

are of equal magnitude but opposite in sign they will cancel leaving only one pulse which was

created at the downstream end of the strip. This pulse then travels along the strip against

the direction of motion of the beam and to the electronics. The result is that the input to

the BPM processing electronics is a bipolar (figure 2.5) pulse with a separation in time as

shown by equation 2.1, where l is the length of the stripline. This is the time taken for the

beam to travel the length of the BPM plus the time taken for the second pulse to travel back

along the strip.

t =
2l

c
(2.1)

The sum of the image charge over the beampipe is constant, and equal to the charge

of the beam, and the Lorentz contraction of the electric and magnetic fields ensures the

transverse image charge distribution is the same as that of the particle bunch. This means

that the percentage of the total image charge induced in each strip will be equal to the ratio

of the strip width to the beampipe circumference for a beam whose position is equidistant

from all strips. This can be described as in equation 2.2 where Istrip is the current induced
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(a)

(b)

Figure 2.4: Two diagrams each representing a longitudinal cross section of a stripline BPM,
showing the beampipe wall with one of the four metal strips. (a) shows the induced voltage
as the beam crosses from the beampipe to the upstream end of the stripline and (b) illustrates
the state as the beam exits via the downstream end of the BPM.

in the BPM electrode and ϕ is the azimuthal angle subtended by the strip [46] (figure 2.2).

Istrip = Ibeam
ϕ

2π
(2.2)

The voltage output, using Ohm’s law, can then be calculated in the time domain to be [47]

V (t) =
ϕZ

4π

[
Ibeam(t)− Ibeam

(
t− 2l

c

)]
(2.3)

where Z is the characteristic impedance of the strip. This is a calculation for the simplest

case (for the beam traveling through the centre of the BPM). For a case where the beam

is off centre we should consider a more general approach. Consider an electron bunch of

Gaussian distribution whose current in the time domain may be described as

Ibeam(t) =
eN√
2πσt

exp

(
−t2

2σ2
t

)
(2.4)

where e is the charge on the electron, N the number of particles in the bunch and σt the

rms bunch length (in units of time). For short bunches (i.e. in the limit where the bunch
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Figure 2.5: An example of a signal as measured directly from the BPM stripline. It can be
seen that the two peaks are separated by approximately 800ps which is consistent with the
length of the strip (12cm).

length (σt) tends to zero) the beam current may be approximated to [48].

Ibeam = qcδ(z) (2.5)

where q is the beam charge and δ is the Dirac delta function. The image current coupled to

the stripline for a beam which is not central to the beampipe can then be written as

Istrip = −Ibeam
2π

(b2 − r2)

∫ ϕ

−ϕ

dϕ

b2 + r2 − 2br cos(φ− ϕ)
(2.6)

Where b is the bore radius of the BPM, r is the displacement of the beam and φ is the tilt

angle of the beam. Again using Ohm’s law (V = IstripZ) and substituting in 2.6 we can

predict the peak voltage of the signal received from the strip to be

V ∝ tan

(
bϕ

2(b− r)

)
(2.7)

Using Taylor expansion

V ∝ bϕ

2(b− r)
− (bϕ)3

24(b− r)3
+

(bϕ)5

160(b− r)5
− ..... (2.8)
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and in the limit where r << b we can approximate to

V ∝ (bϕ)

2(b− r)
(2.9)

By considering equations 2.5, 2.6 and 2.9 a generalized expression may be formed

V = f(t)qZ
bϕ

2(b− r)
(2.10)

where f(t) defines the shape of the output pulse [49].

2.2 Signal Processing for Stripline BPMs

There are three major methods used to analyze stripline signals to derive the position of

a beam traveling through the BPM. These are: log ratio, amplitude to phase modulation

(AM/PM) and, most commonly, the difference over sum method.

Difference over Sum

The difference over sum method may be used in both hardware and software environments

to simply and accurately determine the beam position. As the signal on each strip is depen-

dent only on the beam position and charge along with the BPM geometry and impedance

(equation 2.10), considering the impedance to be fixed and the beam displacement to be

much smaller than the bore radius of the BPM we can say that for two opposing striplines

the sum of the signals is linearly dependent on the charge of the beam (in the limit where

r<<b).

V1 + V2 = f(t)qZ
bϕ

(b2 − r2)
b (2.11)

V1 − V2 = f(t)qZ
bϕ

(b2 − r2)
r (2.12)

From equation 2.12 it can be seen that the difference between these two signals depends on

both the beam charge and the position of the beam. We can normalize this calculated differ-
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Figure 2.6: Amplitude and phase relationships of the output signals from two opposing
striplines in the amplitude to phase modulation signal processing scheme. θ represents the
relative phase and the vector length the amplitude of the signals [49].

ence (V1 − V2) using the sum (V1 + V2) to give a charge independent position measurement.

V1 − V2

V1 + V2

=
r

b
(2.13)

Amplitude to Phase Modulation

An alternative method, to that of difference over sum, used to interpret stripline BPM

signals is the AM/PM method or amplitude to phase modulation and is a charge independent

hardware based solution. Considering two striplines place opposite each other, this method

splits the output signal from each stripline into two and rotates one half by 90o and adds

this rotated signal to the unrotated signal of the opposing strip. The two resulting signals

are equal in amplitude but with a phase difference which is proportional to the position of

the beam. The relationship can be characterized as follows [50].

y ≡ ∆θ = 2tan−1

(
V1

V2

)
− 2π (2.14)
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Figure 2.7: Basic representation of the electronics scheme for log ratio BPM processing.
Each signal passes through a logarithmic amplifier followed by a difference amplifier to give
an output which is beam position dependent but charge independent.

Where ∆θ is the phase difference between the two signals, V1 and V2 represent the output

signals of each of the two opposing strips and y is the position of the beam from the half

way point between the two strips. Figure 2.6 [49] is a representation of the amplitude and

phase relationships of the two output signals, θ represents the relative phase and the vector

lengh the amplitude of the signals. The stripline signals undergo a rotation such that the

amplitude is dependent only on charge and the phase difference only on position [51].

Log ratio

A third signal processing method is known as the log ratio method. Again this can be

done using hardware or software methods. Equations 2.15 and 2.17 [52] show how this

method determines the beam position independent of charge. For a pair of striplines (1 and

2) placed diametrically opposite to each other within a cylindrical beampipe their relative

output signals, when a beam bunch passes through, may be described as

I1

I2

=
1 + 4

φ0

∑inf
n=1

1
n

(
rn0
Rn

) cos (nθ0) sin
(
nφ0

2
)

1 + 4
φ0

∑inf
n=1

1
n

(
rn0
Rn

) cos (nθ0) sin
(
n
(
π + φ0

2

)) (2.15)
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where R is the bore radius of the BPM, φ0 is the angle subtended by the striplines and r0, θ0

are the beam coordinates. Using y = r0 cos θ0 equation 2.15 may be simplified to give

y ≈ Ln10

160

(
Rnθ0

sin
(
φ
2

)) 20log

(
I1

I2

)
(2.16)

So the beam position (y) from the centre of the beampipe is dependent on the logarithmic

ratio of the two stripline outputs.

y = log

(
V1

V2

)
(2.17)

Figure 2.7 shows a schematic of the electronics scheme for log ratio BPM processing [53].

Each signal passes through a logarithmic amplifier followed by a difference amplifier to give

an output which is beam position dependent but charge independent.

Comparison of Signal Processing Techniques

Table 2.1 is a comparison of the three BPM signal processing techniques. The log ratio

method provides the best linearity, allowing more reliable beam position measurements when

the beam is extremely off axis than is achievable with the AM/PM or difference-over-sum

schemes. Although the AM/PM method has the poorest linearity it tends to have lower

amplifier noise and higher bandwidth. Both the log ratio and AM/PM methods have the

capacity for real time charge normalisation.

In spite of the fact that online charge normalisation (within the BPM electronics) is not

possible in using the difference-over-sum technique, the stripline BPMs in the ILC feedback

system (FONT) will implement this scheme. There are multiple advantages to using this

signal processing method:

• Circuit may be passive (no amplifier is required to drive electrical components, and

signal levels output by the striplines are, in general sufficiently large.)

– Lower latency (Amplification is often a major cause of increased latency. Absence

of these components, combined with the fact that the electronics used are the most
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simple of all the three processing schemes serves to minimize the time taken to

process the BPM signals.)

– Lower noise, higher resolution (Active, as opposed to passive, components tend

to have lower signal-to-noise ratios. It is desirable to maximize the signal-to-noise

ratio of the BPM electronics to increase the resolution of the processor, and thus

the position measurement.)

• Higher bandwidth (other processing schemes may experience more limitation of band-

width due to the use of diodes, such as is the case with the log ratio method.)

• Good linearity (The linearity of the major components (to be discussed in more de-

tail in section 3.2.2), such as mixers, is the limiting factor of the processor linearity.

As the beam moves further away from the centre of the beampipe and the stripline

signal output increases the response of the electronic components no longer exhibit a

linear response. Elimination of amplifiers together with high quality components can

maximize this linearity.)

• Charge normalization may be achieved using other methods (FONT will use digital

methods to perform charge normalization using sum and difference signal outputs from

the BPM electronics).

2.3 Common Applications of Beam Position Monitors

Beam position monitors such as those described above provide an accurate and non-invasive

method of beam orbit measurement. This orbit information may be used in various ways to

measure different beam parameters, allowing correction of these values to give the preferred

beam state. Two of the most common applications for beam position monitors in a charged

particle accelerator are in orbit and dispersion correction.
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Feature Difference-over-sum AM-PM Log ratio
Time-domain processing yes no no

Frequency-domain processing yes yes yes

Carrier frequency range > 1 GHz < 100 MHz < 500 MHz

Acquisition bandwidth > 100 MHz < 10 MHz < 100 MHz

Amplitude dynamic range low high high

Displacement response linearity intermediate poorest best

Normalized real-time response no yes yes

Cable phase-matching required depends yes no

Amplifier noise figure can be very low > 20 dB typ 15 dB achieved

Cost lowest highest intermediate

Circuit complexity lowest highest intermediate

Table 2.1: Comparison of difference-over-sum, AM/PM and log ratio BPM signal processing
schemes [54].

Orbit Correction and Feedback Systems

When working with colliders one of the most important aims is achievement and maintenance

of as high luminosity as possible to give a high number of particle interactions for each bunch

collision. As was mentioned in chapter 1 the ILC will aim for peak luminosity to be of the

order 1034m−2s−1. Maintenance of a stable beam orbit is essential to achieve delivery of the

beam to the interaction point and alongside the use of BPMs combined with manual orbit

correction techniques some of the most useful tools for achieving this are position feedback

systems. The feedback on nanosecond timescales (FONT) group [55] is developing a fast

feedback system for use in the final focus system of the international linear collider. An

integral part of this system will be stripline beam position monitors.

Dispersion Measurement

One source of orbit degradation is known as dispersion. An off momentum particle (i.e.

∆p/p 6= 0, where p is the nominal momentum for a particle at the design energy) is said to

follow a dispersive trajectory which is not the same length as the ideal orbit. The horizontal
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dispersion function (Dx) describes how the displacement of a particle (or beam) varies as a

function of its momentum deviation from that of the nominal beam momentum, δ [56].

∆x(s) = Dx(s)δ (2.18)

Where ∆x is the horizontal displacement of the beam and s is the position along the beam-

line. One common method used to measure this dispersion function using beam position

monitors is by measurement of the beam orbit variation as induced by a change in the RF

frequency of the accelerating cavities [57]. It is possible to calculate the dispersion function

in this way since the frequency shift causes a change in the relative momentum deviation of

the beam, δ.

δ = − 1

α− γ−2

∆f

f
(2.19)

Which gives

D(s) = (γ−2 − α)
∆x(s)f

∆f
(2.20)

Where f is the RF frequency, α is the momentum compaction factor and γ the Lorentz

factor. Dispersion measurements will be discussed in more detail in chapter 6.

2.4 Summary

The importance of the role of beam position monitors in accelerators, especially beam de-

livery systems, has been demonstrated many times. With technology capable of producing

smaller and smaller beams there is increasing demand on BPMs to be of extremely high

resolution. Despite vast improvements in cavity BPM technology, stripline BPMs are still

very useful to provide fast beam position measurements using relatively simple technology

and are capable of achieving micron level resolutions (chapter 3). All three types of BPM
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discussed here (button, stripline and cavity) may be found at the ILC, with high resolution

cavity BPMs for the final focus system and striplines for the fast feedback system (FONT).

BPMs are integral to many accelerator systems and are used for, among other things: orbit

measurement, beam based alignment, feedback systems and dispersion measurement.



Chapter 3

Stripline Beam Position Monitors for

Fast Feedback Systems

The FONT (feedback on nanosecond timescales) group is working on research and

development of a fast feedback system for use in future linear colliders such as the

ILC. Such a system is designed to provide beam position and angle correction in final

focus systems to ensure maximum possible luminosity at the point of collision. This

chapter provides an account of measurements performed to assess the properties and

performance of the stripline BPMs to be used in a fast position feedback system.

Results and conclusions of calibration and resolution measurements performed at

the Accelerator Test Facility will be presented.

3.1 The FONT Project

It is the aim of the FONT project to provide intra-train position and angle feedback at

the interaction region of the ILC; figure 3.1 shows a representation of the proposed layout.

This feedback system will be instrumental in compensating for the effects of environmental

vibrational noise, both natural (e.g. ground motion) and man made (e.g. machine noise),

on beam position. The system will work to align the two incoming beams. For collision of

two beams, the position of one of the beams will be measured in the extraction line as it

exits the interaction region and a correction applied to the opposing incoming beam [58].

The FONT system can be separated into three sub systems: BPMs with signal processing

34
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Figure 3.1: Diagram outlining the proposed setup of the FONT system at the international
linear collider [59].

electronics, kicker magnets with driving amplifiers and feedback circuits.

3.1.1 History

The FONT feedback system has been redesigned several times to allow for improvements

and changes in system requirements. It is currently in its 5th incarnation.

FONT1

The FONT project was initially created with the Next Linear Collider (NLC) [60] in mind

with the first working prototype tested at NLCTA (Next Linear Collider Test Accelerator),

SLAC. The most difficult problem to overcome for FONT1 was that of latency. NLCTA

had a beam train of length only 177ns and bunch spacing of 88ps [61], requiring a very fast

feedback system even to measure the position of the first bunch and correct the position of the

last in the train. Figure 3.2 shows a diagram of the setup of FONT1 at NLCTA. The system

comprised a fast button BPM (see example in chapter 2), a feedback loop and a kicker, with

a measured latency of 66ns for the whole system and 5ns for the BPM processor [62].

Figure 3.3 [49] shows the feedback results of the FONT1 project. The beam was delib-

erately offset from zero using a dipole corrector magnet placed upstream of the feedback
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Figure 3.2: Diagram outlining the FONT1 setup at NLCTA.

system(figure 3.2). The main feedback loop was then turned on followed by the delay loop.

Figure 3.3b shows the effect of the main feedback loop. It can be seen to begin to move the

offset beams to the same position when the kicker is switched on, with feedback achieved at

180ns. The beams then return to their original position since the BPM is now measuring

an already corrected position and thus applying too little correction. This issue is resolved

by switching on the delay loop (figure 3.3c), the delay loop keeps the original calculated

correction until the end of the bunch train [63].

FONT2

FONT2 [64] was also tested at NLCTA and included several improvements. Two additional

BPMs were introduced to allow for independent position monitoring, the distance between

the kicker and the feedback BPM was reduced in order to reduce overall system latency,

the BPM processor was redesigned to allow online charge normalization using logarithmic

amplifiers and a beam flattener (removes static structure) was added [65].

Figure 3.4 shows the feedback results from the FONT2 setup; again the beam was offset

from zero using a dipole corrector magnet and the feedback effect observed. FONT2 achieved

a total system latency of 55ns and an estimated 18ns for the BPM. The two additional BPMs

introduced for FONT2 allowed a measurement of the resolution of the feedback BPM to be

made. A resolution of 15 µm was achieved [66].
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Figure 3.3: Results of the FONT1 feedback system for data taken at NLCTA [49], September
2002. The beam was deliberately offset from zero using a dipole magnet upstream of the
feedback system [46]. (a) shows the initial conditions of the beam, (b) the beam position
with the feedback switched on and (c) shows the beam position with both the feedback and
delay loop on. These plots do not show individual bunch positions since the 88ps bunch
spacing is much too short to allow the BPM to resolve individual bunches [63].
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Figure 3.4: Results of the FONT2 feedback system for data taken at NLCTA [49]. (a) shows
the initial beam conditions, (b) the beam with the flattener on, (c) the main feedback loop
on and (d) shows the effect of the flattener, the feedback loop and the delay loop all in
operation.
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Figure 3.5: Results of the FONT3 feedback system for data taken at ATF [63]. Going
from top to bottom data are plot for the following conditions: The initial conditions of the
beam, the beam position with the feedback switched on and the beam position with both
the feedback and delay loop on.

FONT3

The third generation of FONT, FONT3 [67], saw a move to ATF where the electron beam

is much closer to the beam conditions expected at a future linear collider (smaller and more

stable) [66]. The ATF installation again consisted of three BPMs (one for feedback), one

kicker and one set of feedback electronics. The BPMs for FONT3 were stripline BPMs

(see chapter 2) with difference-over-sum processing electronics and no charge normalization

(as opposed to the slower logarithmic amplifier method used to obtain a charge normalized

position signal in FONT2). Use of stripline BPMs allows fast, high resolution beam position

measurements (see chapter 2) and the use of the sum-over-difference method without charge

normalization serves to reduce the latency of the system. Figure 3.5 shows the feedback

results. FONT3 achieved a BPM resolution of 15 µm [63] and a latency of 23ns [58],
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Figure 3.6: Diagram outlining the FONT 4 setup at ATF, detailing the major components of
the system and the surrounding beamline. The quadrupoles shown were switched off during
calibration to simplify beam optics calculations.

approximately 6ns of which was attributed to the BPM processor [63].

FONT4

With a view to concentrate on FONT as an ILC prototype, FONT4 [68] saw a move to

digital feedback electronics. Cold machines like the ILC have larger bunch spacing (370

ns [4]) than proposed warm machines (eg. NLC, 1.4 ns [69]) allowing the use of slower, but

more accurate, digital electronics. The FONT4 system was set up as shown in figure 3.6

with a three bunch beam having a bunch spacing of 154 ns. The feedback results are shown

in figure 3.7. FONT4, with particular attention paid to the BPM setup, will be discussed in

more detail in sections 3.1.2 and 3.2.

FONT5

FONT5 [70] is currently under development at ATF2 and will provide both vertical position

and angle correction of the beam. It will incorporate the electronics for the two BPMs and

two kickers (one for y and one for y′ orbit correction) required for these two types of feedback

in to one central digital system. This recent upgrade will be discussed briefly at the end of

this chapter.
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Figure 3.7: Results of the FONT4 feedback system for data taken at ATF [71]. Going from
top to bottom data are plotted for the following conditions: feedback and delay loop off
(i.e initial beam conditions); feedback on, delay loop off; both feedback and delay loop on.
Each plot shows the individual positions of each of three bunches separated by 154ns giving
a sample time of approximately 31ns (x-axis). This data is not normalized with respect to
charge and so, whilst showing the effectiveness of the feedback system, gives only relative
position in ADC counts.
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Figure 3.8: Block diagram of BPM hardware setup at ATF.

3.1.2 Testing of the FONT4 Prototype System at ATF

The FONT4 system was set up on the extraction line of ATF, as shown in figure 3.6. The test

setup consisted of a dipole corrector magnet (denoted ZV8X), three stripline BPMs (denoted

ML10X, ML11X and ML12X) with processing electronics, an adjustable gap kicker and the

digital feedback board. Of the three BPMs ML11X was used as an input to the feedback

board with the other two acting as witness BPMs for monitoring the effect of feedback on

the beam. This experiment involved the use of only one beam as opposed to the ILC setup

using two beams. For the purposes of feedback a three bunch train was used with bunch

separation of 154ns.

As the beam passes through ML11X the vertical position of the first bunch in the train

is measured and the information passed to the digital feedback board where it is sampled,

digitized and processed and subsequently outputs an analogue correction signal [72]. This

signal is then passed to an amplifier which is used to drive the kicker. The magnet then

applies a kick in an attempt to move the second bunch to the nominal position. The process

is then repeated measuring the second bunch and using the position information from both

bunches one and two to correct the orbit of the third bunch.



3.2 Beam Position Monitors and Signal Processing Electronics 43

3.2 Beam Position Monitors and Signal Processing Elec-

tronics

The advantage of having three BPMs is that it allows a more detailed investigation into their

properties than would be possible with less than three BPMs, for example it allows their

resolution to be measured.

The investigation into the performance of the beam position monitors was done using

all three BPMs and independent of the feedback function of the FONT system. Figure 3.8

shows a block diagram of the experimental setup with the processing electronics situated

next to the beamline and the DAQ system situated in the local control room. The data were

acquired using an oscilloscope and recorded using a MATLAB R© [73] based GUI (graphical

user interface) [74], where it could be analyzed offline.

3.2.1 ATF Stripline BPMs

The BPMs used for this experiment had an aperture of radius 1.35 cm with 12 cm long

copper striplines of width 1.65 cm. A photograph of one of the striplines, which is currently

installed at ATF2, can be seen in figure 2.3 and an engineering drawing can be seen in

figure 3.9. The stripline signal was picked off at the upstream end of the BPM and input

to the FONT analogue electronics. An example of a raw BPM signal which will be input to

the BPM processor was seen in figure 2.5.

3.2.2 Analogue BPM Processing Electronics

Figure 3.11a is a photograph of one of the BPM processors used for FONT4 at ATF,

and 3.11b shows a block diagram representation of the analogue processor design. The

signals from each of the two striplines (figure 2.5) are input to the processor where they are

first split and then filtered using low pass filters to remove high frequency components. One

half of each filtered stripline signal is passed to a 180o power combiner the output of which
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Figure 3.9: Cross sectional technical drawing of stripline BPM installed at ATF [75].
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is then filtered using a band pass filter (BPF). The band pass filter serves to reduce the

bandwidth of the signal and broaden the output of the processor to allow accurate sampling

of the peak by the digital feedback electronics [76]. The signal output from the BPF is then

down mixed with a 714 MHz local oscillator (LO) signal (which is locked to the beam) to

give a difference signal output, this essentially gives V1 − V2 as described in equation 2.12.

Meanwhile the other half of the signals are summed, and the output filtered and mixed as

done for the difference signal, giving V1 + V2 as in equation 2.11.

Processor Output Signals

An example of the output of the processor can be seen in figure 3.12. The signals in black

are the raw (a) sum (V1 +V2) and (b) difference (V1−V2) measured directly at the processor

output using an oscilloscope. The form of this signal is of two peaks, the smaller of which

is attributed to the quadrature phase (Q) component of the BPM output and the more

prominent peak is a measure of the in-phase (I) component [76] where

I = A(t) cos(φ(t)) (3.1)

Q = A(t) sin(φ(t)) (3.2)

where A and φ are the amplitude and phase of the signal. One structure apparent in these

signals is that of the baseline noise which is caused in the most part by leakage of the 714MHz

LO signal into the sum and difference output channels (the LO input is very close to the

sum and difference outputs, see figure 3.11a) and thermal noise from both the BPM and the

processor (this contribution is in general less significant than the LO leakage). It is possible

to remove some of this noise from the signal after the fact by subtracting a running average

over the pulse from the signal, as follows

y(n) =
1

M

M−1∑
k=0

x(n−k) (3.3)
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(a)

(b)

Figure 3.11: (a) Photo of one of the analogue BPM processors used in the FONT feedback
system. (b) Block diagram representation of FONT analogue BPM [77].
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(a)

(b)

Figure 3.12: An example of the (a) sum (V1 + V2) and (b) difference (V1 − V2) outputs from
one of the FONT analogue processors. The black traces are the raw processor output and
the red traces are these signals after some of the noise has been filtered out (equation 3.3).
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Latency Type Source Time(ns)
Irreducible Time of flight from kicker to BPM 7

Signal propagation delay (cables) 15
Reducible BPM processor 10

Digital processor 68
amplifier 40

Total 140

Table 3.1: FONT4 latency budget [58].

where M is the number of points to average (in this case 7 to remove any 714MHz component

in the sum and difference signals). In other words every point in y(n), will be the average of

the last M points in x(n) [78]. The signals shown in red in figure 3.12 are the signals after

the running average has been performed and any baseline offset removed.

The beam position is then taken to be the difference output signal from the processor

divided by the sum signal output. This charge normalization (divide by sum signal) is not

performed using the BPM electronics (see chapter 2). In the case of the BPM used for

feedback it is done using the digital feedback electronics and for the purposes of this study

is performed using software analysis written in MATLAB [73].

Latency

The most important goal of the processor development is to have as low latency as possible

whilst maintaining high resolution. For ATF the maximum bunch spacing available is 154

ns meaning that the overall latency of the feedback system should be no higher than 140 ns

in order to perform feedback at the individual bunch level. Table 3.1 [58] shows the latency

budget for the FONT4 system at ATF. The budget allows for no more than 10ns latency for

the BPM processor.

Figure 3.13 shows the results of processor latency measurements performed in the lab.

The green oscilloscope trace is the signal that was input to the processor, this was created

using a pulse generator, and the blue trace is the processor difference signal output. The

latency was taken to be the difference between the two peaks and was measured to be 10.6
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Figure 3.13: Oscilloscope trace showing the measured latency value of the processor to be
10.6 ns. The green line represents the signal input to the processor and the blue line the
output.

ns. This is over 4 ns slower than the BPM processors used for FONT3 due to the extra

filtering used to broaden the processor output pulse [76].

3.3 BPM Calibration

Calibration of the beam position monitors was done using a corrector magnet positioned 5.78

m [79] upstream of the first BPM (ML10X) with each BPM separated by 2.2m. The beam

was moved across the beampipe in the y-direction (vertical) by varying the current in the

corrector magnet. Data were collected at intervals of 0.1 A over a range of 1.6 A, (from -1.5

A to 0.1 A), which corresponds to movement in the y-direction of 1.8 mm (see equations 3.4

and 3.7) in ML10X; data were taken for 50 pulses at each magnet current setting; the data

taken when the corrector current is set to -0.4A is not used here due to corruption of the

data file. These data give a measure of BPM signal as a function of magnet current. The

change in magnet current can then be related to the change in beam position by calibration
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of the magnet with respect to a known BPM or by measurement of the magnetic field. For

example

θkick = kI (3.4)

where θkick is the angle by which the beam is deflected, I is the current in the magnet and

k depends on the magnet properties and the beam momentum. This information can then

be used in conjunction with optics calculations to predict the position of the beam at the

BPM in question. A change in position of the beam at the corrector magnet (i.e. when the

magnet current is varied) may be used to predict the change in position of the beam at the

BPM location. For this the accelerator lattice, described by the Twiss matrix [80], must be

considered.  y2

y′2

 = M̂

 y1

y′1

 (3.5)

For the purposes of this investigation all quadrupoles (and any other focusing magnets) in

the region of the BPMs (figure 3.6) were switched off to simplify these optics calculations

with a twiss matrix for a drift length (field free region) as follows [81]

M̂drift =

 1 ∆s

0 1

 (3.6)

This simplification means that the beam position may then be calculated as

ybpm = ∆sdip−bpm tan(θ) (3.7)

where ybpm is the vertical position of the beam at the BPM in question, ∆sdip−bpm is the

distance between the BPM and dipole corrector magnet and θ is the angle of the beam’s

trajectory.

The calibration constant, C, is the value by which the difference-over-sum output must

be divided in order to convert the position in Volts to the position in metres. It is possible to

calculate the theoretical calibration constant through measurement of the gain over each set
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of processing electronics. This gives a reasonable estimate of the experimental calibration

constant [82].

C =

(
gdiff
gsum

)
2

r
(3.8)

where gdiff and gsum are the electronics voltage gain in the difference and sum processor

channels respectively. The voltage gain in dB is given by

g = 20log10

(
Vout
Vin

)
(3.9)

where Vin and Vout are the voltage of the processor input and output signals respectively.

The design specifications of the electronics give the gain ratio to be approximately 20 [83],

and so with a BPM aperture of radius r = 14 mm [75] the estimated calibration constant,

C ≈ 2.9 mm−1 (equation 3.8).

3.3.1 Calibration Results

The first step of data analysis is to remove the noise, as was outlined in section 3.2.2. The

next step is to perform the difference-over-sum calculation (equation 2.13) where the sum

and difference are taken to be

Σ =
n∑
j=1

σj(t)− σj(t) (3.10)

and

∆ =
n∑
j=1

δj(t)− δj(t) (3.11)

where σj and δj are the elements of the moving average of the processor output signals

(equation 3.3) and where j = 1, 2, 3, ..., n and n is the number of oscilloscope samples in the

waveform. After determining the sum and difference values a line is fit to the difference-over-

sum (∆/Σ) vs beam position (as calculated from the magnet current, equations 3.4 and 3.7),

and the gradient taken to be the calibration constant, C (equation 3.8), or scaling factor to

be used to relate signal output to beam position.

Figure 3.14 shows the calibration results yielding calibration constants, C, of −2.84 ±
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(a)

(b)

(c)

Figure 3.14: Difference-over-sum vs beam position calculated from corrector magnet current
(equation 3.7) for each of the three BPMs, 50 pulses are plotted for each beam position. The
region shown in red is the range over which the line has been fit.
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0.014 mm−1, −2.26 ± 0.0055 mm−1 and −2.16 ± 0.0057 mm−1 for BPMs ML10X, ML11X

and ML12X respectively. The region shown in red is the range over which the line has

been fit. The data begins to deviate from the fitted line when the stripline signal becomes

too large and the processor output response becomes non-linear. The calibration constants

measured here vary between each BPM. Since this constant should be a property of the

processing electronics only [83] (equation 3.9), the variation suggests the three processors

are not identical. Table 3.2 shows, for each BPM at each corrector magnet current setting, the

mean and variation of sum signal (Σ, δΣ) and the mean and variation of vertical position

(y, δy), where y = ∆/Σ. It can be seen that (table 3.2) the sum signals for ML10X is

significantly smaller in amplitude than those seen from ML11X and ML12X suggesting a

possible malfunction of ML10X. These differences in the processor output will be considered

in section 3.4.2.

3.4 BPM Resolution

As described in chapter 1, in order to bring two beams into collision at the ILC it is neces-

sary to have nanometre beam position accuracy. This accuracy of position feedback at the

interaction point requires the feedback BPM to have micron resolution [84]. This section

will outline two methods for determining BPM resolution and their experimental results. As

an integral part of the position feedback system it is desirable that the BPM be capable of

measuring the beam position as accurately as possible. The BPM is a contributing factor

to the overall noise of the feedback system and bad resolution in turn causes a higher noise

figure of the feedback system which reduces the accuracy to which the beam position can be

corrected.

3.4.1 Three BPM Method

In this method two BPMs are used to predict the position of the third; the resolution is

taken to be the standard deviation of the residual between this predicted position and the
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Figure 3.15: Diagram to show how the predicted position of a third BPM is given by fitting
the positions measured by the other two.

position as measured by the third BPM. This method is represented in figure 3.15 where the

predicted position may be calculated geometrically as follows [85];

yj = yi +
sij
sik

(yk − yi) (3.12)

Where yi represents the true position of the beam in the ith BPM and sij is the distance

between the BPMs i and j . Considering the case in which the three BPMs are evenly

spaced (as is true in this particular case) we get the following simplified expression, where

y2 represents the position of the beam in the middle BPM.

y2 =
1

2
(y1 + y3) (3.13)

We can then define the position in this BPM, as predicted by the two outer, to be

yP2 =
1

2
(ym1 + ym3 ) (3.14)

Where yP represents the predicted position and ym the measured position which may be

represented as

ym2 = y2 + r2 + const (3.15)
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where y2 is the true position of the beam and r2 is a variable that is a member of the

distribution whose standard deviation is equal to that of the resolution of the BPM. The

residual between the measured and predicted position for the middle BPM is given by

δy2 = ym2 − yP2 (3.16)

substituting for ym2 gives

δy2 =

(
y2 −

1

2
(y1 + y3)

)
+

(
r2 −

1

2
(r1 + r3)

)
+ const (3.17)

σ2 = std(δy2) =

√
std(r2)2 +

1

4
std(r1)2 +

1

4
std(r3)2 = R2

√
1 +

R2
1

4R2
2

+
R2

3

4R2
2

(3.18)

where R is the resolution of the BPM. Applying the assumption that each of the three BPMs

is identical to the others, and so have the same resolution, a simplified expression exclusive

to the central BPM of the three BPM system may be written:

R2 =
σ2√

3
2

(3.19)

This process may be repeated for the outer two BPMs and written more generally as [85]

Ri =
σi√

1 +
sijR2

j

sjkR
2
i

+
sikR

2
k

sjkR
2
i

(3.20)

Results

Data were taken for 300 pulses with the beam held at a constant position near to the centre

of the BPMs. The data were then processed as stated above to give the results presented in

figure 3.16. Figure 3.16 shows the distribution of residuals for which the standard deviation

of the distribution is the resolution of the three BPM system. Application of equations 3.12
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Figure 3.16: Measured distribution of residuals. Since this method assumes the BPM res-
olution to be the same for all three BPMs the distribution of residuals (difference between
measured and predicted positions) is also the same.

- 3.20 gives the resolution of the system to be 4.46 ±0.04µm. The fit is a Gaussian fit to

illustrate how normally distributed the beam position data are. The error arises from the

fit error in figure 3.16.

Figure 3.17 shows a simulation of the effect of using this method to determine resolution

on non-identical BPMs. The input resolution arising from simulated beam positions was

taken to be the standard deviation of generated Gaussian position distributions and the

output calculated as outlined at the begining of this section. The input for BPMs 1 and 2

were varied between 1 and 10 (i.e. the standard deviation of gaussian distributions of beam

position, in arbitrary units) whilst the input for BPM3 remained constant (with a distribu-

tion of standard deviation equal to one). It can be seen that use of non-identical processors

yields varying resolutions dependent on the difference in input and the arrangement of the

BPMs.

3.4.2 Multiple Processor Method

Another method used to obtain resolution information is to input identical signals to each

set of BPM processing electronics. The output signals from ML12X were split and then
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Figure 3.17: Output vs input resolution as calculated using the three BPM method for
simulated beam position distributions. The input distributions were varied to simulate the
results of using the three BPM method with non-identical BPMs.

input to four (one for each of the three BPMs and one spare) BPM processors (denoted

P1, P2, P3 and P4) and the calibration procedure previously described was performed.

Figure 3.18 shows the calibration curves for each of the four processors, yielding constants

of −2.774±0.007 mm−1, −7.329±0.078 mm−1, −2.709±0.0074 mm−1 and −2.711±0.0062

mm−1 for processors P1, P2, P3 and P4 respectively. These calibration data have larger

linear regions than those for the three BPM case since the outputs from ML12X were split

four ways, to be input to the four processors, reducing the voltage of the input signals and

therefore increasing the linearity of the processor output with respect to beam position.

The calibration constants for P1, P3 and P4 are much more consistent than those measured

in the three BPM method (figure 3.14) suggesting a contribution from the BPMs (if the

striplines were not identical) or possibly a change in the beam properties (for example beam

coupling or dispersion arising from dipole magnets present between the BPMs) between

each BPM. This splitting method removes any differences between the BPMs giving a better

idea of the differences between the processors. Although every effort has been made to use
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(a) (b)

(c) (d)

Figure 3.18: Difference-over-sum vs beam position, as calculated from corrector magnet
current (equation 3.7), for each of the four BPM processors (all with signals input fron
ML12X), P1(a), P2(b), P3(c) and P4(d) respectively. The region shown in red is the range
over which the line has been fitted (missing data points are as a result of corrupt data files).

identical cables, connectors and other components these too may have an impact on the

calibration constant. Processor P2 has a vastly different calibration constant (and therefore

sum and difference signals, table 3.3) and of measured beam position for an unperturbed

beam (figure 3.19) suggesting processor malfunction or possibly a loose cable connection.

For this reason P2 will be excluded from the following resolution calculations.

Results

The resolution of a BPM is determined by the amount of random noise present. The reso-

lution of a BPM should be the rms of the distribution of position measurements for some
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(a)

(b)

(c)

(d)

Figure 3.19: Distribution of measured position for 100 pulses in (a) P1 (b) P2, (c) P3 and
(d) P4. P2 shows a much wider distribution, inconsistent with the other three, and so will
be omitted from the resolution calculations.



3.4 BPM Resolution 63

Figure 3.20: Correlation plots of beam positions as measured by each processor versus
positions as measured by the other three.
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number of pulses of a beam with fixed position. Experimentally, this is not the case since

there are bunch to bunch variations in the properties of the beam (position, size etc.). A

better estimate of the noise (resolution) in a BPM processor can be achieved in case of iden-

tical signals being input to multiple processors. This may be done by the consideration of

the beam position as measured in one processor in relation to that measured by the second.

Variation in the beam will see the signal vary in the same way in both processors, removal

of this correlation will leave only the processor noise. The resolution may be determined

by use of the correlation coefficient between the two sets of data. Considering, in the first

instance, processors P1 and P3

ρp1,p3 =
cov(p1, p3)

σp1σp3

=
〈(p1 − µp1)(p3 − µp3)〉

σp1σp3

(3.21)

Where ρp1,p3 is the correlation coefficient and µp1 , µp3 are the expected values of p1 (the beam

position as measured in processor, P1) and p3 (the beam position as measured in processor

P3). It is also true that µp1 = 〈(P1)〉 and σ2
p1

= 〈(p1 − 〈p1〉)〉2 defining the correlation

coefficient to be [86]

ρp1,p3 =
〈p1p3〉 − 〈p1〉 〈p3〉√

〈p2
1〉 − 〈p1〉2

√
〈p2

3〉 − 〈p3〉2
(3.22)

Figure 3.20 shows correlation plots of the beam position as measured by the four proces-

sors with correlation coefficients also shown. From these results the resolution, R, may be

calculated as follows

Rp1,p3 = σp1

√
(1− ρp1,p3) (3.23)

If the assumption that all three BPM processors are identical were correct then the resolution

calculation would yield the same result in all three of the above cases. Since this is not the

case it can be inferred that each individual processor’s resolution must be different than that

of the other two. Where data from three BPM processors with identical inputs exists it is

possible to determine these individual resolutions.

<P1 =

√
R2
p1,p3

+R2
p1,p4
−R2

p3,p4√
2

(3.24)
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Figure 3.21: Example of method of selection of data window considered for analysis.

<P3 =

√
R2
p1,p3

+R2
p3,p4
−R2

p1,p4√
2

(3.25)

<P4 =

√
R2
p1,p4

+R2
p3,p4
−R2

p1,p3√
2

(3.26)

where < is the individual resolution of each BPM processor and R gives an upper limit of

resolution which is dependent on a pair of processors.

The resolutions of the FONT analogue BPM processors are 4.3 ±0.05 µm, 4.0 ±0.02 µm

and 1.0 ±0.02 µm for P1, P3 and P4 respectively where the error arises from the error on

the rms position. These resolution values are the processor contribution to the overall BPM

system resolution only, there will also be contributions from the BPM and other components

such as data acquisition hardware though it is expected that the processors will have the

most significant effect on resolution [87]. This multiple processor method illustrates that the

resolution of the BPM system is significantly worse than the expected 1-2µm [88], although

the case of processor P4 shows that resolution close to 1 µm is possible.
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3.5 Resolution Dependences

The resolution of a BPM system may be dependent not only on the quality of the hardware

but also on the input signal tolerance, data acquisition and analysis.

Integration Window

The BPM data are taken using an oscilloscope producing signals such as that shown in

figure 3.21. As was mentioned previously the beam position is determined by division of the

difference by the sum signal, ∆/Σ (equations 3.11, 3.10 and 2.13). The question is whether

to consider the whole of these two signals or just the peaks. It is not practical to use just

the peak value due to the oscilloscope noise and sample timing jitter producing uncertainty

in the position in time of the peak output from the processor. So what proportion of the

waveform should be used?

The proportion of the sum and difference signals used is referred to as the integration

window, the width of which is described as the number of time samples either side of the

peak (for example see figure 3.21. In the first instance it seems reasonable to choose an

integration window to be some number of samples either side of the peak value but not so

wide as to include anything outside of the main peak. This is in fact not the case since

although Q should be equal to zero where I is maximum (equation 3.1) some part of the

quadrature component may be hidden inside the main peak in the case where the LO is not

exactly in phase with the stripline signal during mixing in the BPM processor (section 3.2.2).

The calibration constant varies significantly with integration window but seems to level off

when the whole of the waveform has been taken into consideration (figure 3.22a), the only

issue being that as more of the signal is taken into account more noise is also included. This

may be compensated for, to some extent, through the method of noise removal outlined in

the calibration section 3.2.2.

Figure 3.22b shows the variation of resolution with integration window as calculated

using the fixed calibration constants (determined using the entire waveforms) shown in sec-
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(a)

(b)

(c)

Figure 3.22: Variation of BPM calibration constant (a) and resolution (b) and (c) with
width of integration window (sample = 200 ps). (b) shows the variation in resolution when
the integration window for the resolution data is varied and the calibration constant used
to calculate position fixed. (c) shows the variation in resolution when the width of the
integration window is varied for both the calibration and resolution data; at each point on
this plot a different calibration constant (those in figure (a)) is used.
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Figure 3.23: BPM resolution vs Beam position (where the data was processed over the full
integration window).

tion 3.3.1. Figure 3.22c also shows the variation of resolution with integration window but

calculated using calibration constants which also vary with integration window (those in

figure 3.22a). It can be seen that a realistic resolution estimate may not be determined by

consideration only of the peaks of the processor output signals and that as the window size

is increased beyond that which is just wide enough to include the main pulse the resolu-

tion worsens (most likely due to the decreasing signal-to-noise ratio). The most favourable

resolution result is 2.5 µm (figure 3.22b) but, for consistency, all calibration and resolution

calculations outlined earlier in the chapter were performed using integration over the whole

waveform to determine the values for sum and difference (see equations 3.10 and 3.11).

Beam Position

It has been seen that the processor output is affected by the magnitude of the input signals

(section 3.3). This can be seen by observation of the variation of the calculated resolution

with respect to beam position (figure 3.23). The best resolution is where the beam is closest

to the electrical centre of the BPM; it worsens as the beam moves outwards from this point;
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here the resolution was calculated using the three BPM method.

3.5.1 Possible Causes of Low BPM Resolution

Low BPM resolution may arise from:

• System properties

– BPM processing electronics

– BPM striplines

– Ancillary components (cables, connectors, attenuators, amplifiers etc). FONT

was not a permanent installation at ATF meaning that equipment was frequently

dismantled and removed from the beamline, increasing the likelihood of possible

problems with ancillary components.

– Data acquisition techniques (for example, resolution of oscilloscopes).

– LO being miss-phased with incoming BPM signal to mixing electronics (phasing

done by hand using electronic phase shifters with variable power supplies).

• Measurement methods

– Use of ballistic beam (where focusing magnets between corrector and BPM are

switched off). It is often impractical to have a completely ballistic beam due

to the potential for beam loss. Dipole corrector magnets may be used without

complicating optics calculations which may cause a change in the state of the

beam between the corrector (being used for calibration purposes) and the BPM

and between each of the BPMs. For example x-y coupling may be introduced

meaning that movement of the beam in y will also cause movement of the beam

in x leading to an incorrect prediction of beam position using the corrector magnet

current.

• Calculation methods
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– Assumption that BPMs and processors are identical.

It is clear that the BPMs are not identical and so methods of determining resolution, other

than those described earlier, are desirable (some alternative methods will be discussed, with

reference to cavity BPMs, in chapter 6) including the consideration of both the x and y

directions in order to make it possible to take account of any effect one may have on the

other. Many of these problems are currently being addressed at ATF2.

3.5.2 The Effect of BPM Resolution on Overall Feedback System

Performance

There are several noise contributions to the overall feedback system. The most significant

components being the feedback board (ADCs and DACs), the kicker amplifier and the BPM.

• The kicker amplifier - contributes noise of approximately 10µV which is negligible

when compared to the output from the digital feedback board which is of the order of

hundreds of millivolts [76].

• The DAC - contributes noise of < 0.2 LSB (least significant bit) [76] which is under

the quantization noise2 and so not significant.

• The ADC - has a noise figure of ±1 LSB (according to the manufacturer).

• The BPM - has a noise figure in Volts of ≈ 25µV for a resolution of 5 µm.

The overall noise of the feedback board (since the ADC is not perfect) is ≈ 1.5 LSB rms [76].

So an input of ≈ 100 mV to the digital board this gives a noise level in Volts to be 46 µV,

adding in quadrature gives a total noise of ≈ 52.4 µV. The BPM resolution has a significant

effect on the noise of the feedback system making it essential to improve the BPMs measured

here (the required value for operation at the ILC has been estimated to be ≈ 1µm). For

2Quantization noise is a rounding error arising from the difference between the analogue signal to be
measured and the digital output of the ADC. It is distributed uniformly over ±0.5 LSB
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Figure 3.24: Diagram of layout of FONT5 at ATF2. ZV6X is a corrector magnet and QD10X,
QD12X and QD14X are quadrupole magnets. P1, P2 and P3 are BPMs and K1 and K2 are
kickers (one each for correction in y and y′).

the ATF feedback layout, a feedback BPM (ML10X) resolution of 4 µm will yield an error

of ≈ 75 nm on a position correction centred on ML11X (which is 3 m downstream of the

kicker).

3.6 FONT System Upgrade for ATF2

The ATF upgrade gives the ideal opportunity for the FONT system to progress from a

strictly research project to a working system for use in the day to day running of ATF2.

Three dedicated stripline BPMs and two stripline kicker magnets have been installed in the

extraction line of the ATF2 machine; figure 3.24 shows a diagram of the new hardware setup

for the FONT5 system and figure A.1 (appendix A) shows a detailed cable plant schematic.

It is the aim of the FONT project, regarding ATF2, to provide bunch by bunch correction

in both y and y′ to a resolution at or better than one micron. In order to achieve this it

is necessary to improve the resolution of the BPMs and to update the feedback hardware

to accommodate the use of both kicker magnets. Improvement of the BPM resolution is

currently on going with approach from several directions. One major change will be with

the data acquisition system. Until recently data from the BPMs were recorded using an

oscilloscope, which will be upgraded to higher resolution digital ADCs. The actual BPM

hardware will, in the first instance, retain the current processing scheme but with better

optimization of mixers and filters. There will follow another iteration of beam position

monitor electronics involving a new scheme which is independent of any local oscillator

(LO), thereby eliminating problems caused by badly phased or unstable LO signals.
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3.7 Summary

The FONT feedback system is a fast intra train feedback system designed to provide beam

position control at the interaction point of future linear colliders. Passing through multiple

stages FONT has progressed to FONT5, an ILC prototype currently being tested at ATF2.

One of the major components of this feedback system is a stripline beam position monitor

requiring micron level resolution in order to perform adequately at the ILC. Investigation

into the properties of the BPMs and calculation of their resolution found that the BPM

processing electronics were not identical and that their resolution, in some cases, was much

too low. The resolution of processors P1, P3 and P4 (P2 was not reliable) were calculated

to be 4.3 ±0.05 µm, 4.0 ±0.02 µm and 1.0 ±0.02 µm respectively, showing that with this

processing scheme it is possible for the resolution to approach 1 µm.



Chapter 4

Cavity Beam Position Monitors

The most recently developed area in beam position monitor engineering is that of

cavity BPMs. Cavity BPMs will allow achievement of extremely high resolution

beam position measurements ideal for low emittance, small spot size beams. This

chapter will address the theory behind cavity BPMs and outline the method used

to interpret the BPM output as a beam position signal.

4.1 Cavities as Beam Position Monitors

A cavity beam position monitor is essentially a form of waveguide and may be described

as such. A charged particle present at the centre of a conducting pipe produces an electro-

magnetic (EM) field within the pipe which becomes distorted as the particle moves away

from this central point [89]. It is the result of excitation of this field which is used for beam

position measurement.

Consider, for simplicity, a cavity as a conducting cylindrical waveguide sealed at either

end. For an electron travelling in a longitudinal direction through the cavity its electromag-

netic field propagates as a collection of waves. These may be described as follows [90] (in

cylindrical coordinates), with Hz = 0 since we are interested in the transverse magnetic field

73
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Figure 4.1: Configuration of the monopole (left) and dipole mode (right) fields in a cylindrical
cavity with the electric field represented in blue and the magnetic in red. The magnitude
of the dipole mode (TM110) is dependent on the position of the beam in the cavity whereas
the monopole mode (TM010) is dependent on charge alone.

only for beam position measurement.
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Where C ∝ A (the amplitude of oscillation), kz = pπ/l (where l is the length of the

cavity), Jm is a Bessel function of the first kind (see Appendix B) [91] and m, p are integers

m, p = 0, 1, 2, 3... except m = p = 0 which would give all fields equal to zero [92]. Equations

4.1 - 4.5 describe all possible transverse magnetic modes (determined by solving Maxwell’s

equations), TMmnp, where the indices m, n and p represent φ, r and z respectively. The

primary or lowest frequency (monopole) transverse magnetic mode, TM010, may be described
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by the following equations.
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Where the ends and sides of the cavity determine the boundary conditions where the trans-

verse components of the EM waves must be equal to zero [93], Ez = 0 at r = R and

z = L (where R and L are the bore radius and length of the cavity respectively), which gives

kc = jmn/R where jmn is the nth root of the Bessel function. kc is the wave number for the

cut off frequency, which is the lowest frequency mode possible, dictated by these boundary

conditions. Similarly the dipole mode (figure 4.1), TM110, may be written as in equations

4.9 - 4.11. These so called modes are a way of referring to one specific field solution of the

many which satisfy Maxwell’s equations alongside any given wave equations and boundary

conditions [94].
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The angular frequency may be defined using k2 = k2
c + k2

z to give the following equation.
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4.1.1 Quality Factor

One of the most important parameters of the cavity is known as the quality factor. The

quality factor may be seen to be a measure of the efficiency of a specific resonant mode of
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Figure 4.2: Plot to show variation of transverse magnetic field modes with frequency. It can
be seen that, due to finite Q values, there is overlapping of the modes.

a cavity. It is the quality of the resonator and so a cavity with higher Q value stores more

energy than it loses. It is defined as follows [95].

Q ≡ ω
U

Ploss
(4.13)

Where U is the energy stored in the cavity, ω the angular frequency and Ploss is the power

lost both inside the cavity and from external coupling to the cavity. Considering these two

types of power loss separately allows for the expression of two types of quality factor.

Q0 ≡ ω
U

Pwall
(4.14)

Qext ≡ ω
U

Pout
(4.15)

Q0 is known as the unloaded quality factor and is due only to the cavity. Pwall is the power

lost to the inside wall of the cavity, for example due to the resistivity of the cavity material,

and is dependent on the cavity material and surface condition [96]. Qext is the external

quality factor and is a measure of the power output from external coupling to the cavity.
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This is dependent only on the geometry of the cavity. These Q values may be related as

follows

1

QL

=
1

Q0

+
1

Qext

(4.16)

Where QL is known as the loaded quality factor and considers both internal and external

power loss. The ratio of the loaded and external quality factors is known as the coupling

constant [97].

β =
Q0

Qext

=
Pout
Ploss

(4.17)

This coupling constant is a measure of the coupling strength between the cavity and the

outside world. For example when coupling is perfect there are no reflections and β = 1,

Q0 = Qext.

Energy Stored in a Cavity

A favourable value of β arises from low power loss to the cavity wall (small Pwall) and high

power output (Pout), by definition

P = −dU
dt

(4.18)

Considering equation 4.13 we get an expression for the energy stored in the cavity.

U = U0e
− ω
QL

t
(4.19)

Where U0 is the initial energy stored in the cavity and the decay time constant is defined as

follows.

τ =
QL

ω
(4.20)

This is the time taken for the energy in the cavity to be reduced to 1/e of its original value.
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Cavity-Beam Coupling

Given that the unloaded quality factor, Q0, is dependent on the material (and surface quality)

of which the cavity is made it is preferable to use instead the external quality factor or some

other measure of cavity efficiency not dependent on these variables. The R/Q parameter

serves this purpose and characterizes the way in which the beam interacts with the cavity.

Here Q is again the quality factor and R is known as the shunt impedance.

R =

∣∣∫ Ez · dz∣∣2
Pwall

=
|V |2

P
(4.21)

Where Ez is the electric field along the beam axis and V is the voltage induced in the cavity.

So for R/Q we get a value to assess the accelerating field which is dependent only on the

cavity geometry.

R

Q
=
|V |2

ωU
(4.22)

4.1.2 Output Signals

Of the many available transverse magnetic modes the first monopole and dipole modes are

considered, that is TM010 and TM110 (figure 4.1), where the offset and tilt of the beam are

calculated as follows

Voffset(t) = ∆y × qeiωte−t/τ (4.23)

Vtilt(t) = ∆α× qeiωt+π/2e−t/τ (4.24)

where V is voltage, ∆y is the beam offset, ∆α is the bunch tilt (the angle between the

bunch and the longitudinal axis, according to the cavity) and q is the beam charge. The

factor of π
2

may be understood by considering the bunch as two different macro particles

(one representing the head of the bunch and one the tail). The voltage outputs for each of
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Figure 4.3: The arrangement of waveguides used to couple to cavity dipole modes. The
waveguides couple to transverse magnetic modes whose field lines are parallel to the ori-
entation of the waveguide. The red lines represent the magnetic field lines and blue the
electric.

these macro particles are as follows
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2
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d2V

dqdy
sin(ω(t+
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c

)) (4.25)

V−(t) = −q
2
θσz

d2V

dqdy
sin(ω(t− σz

c
)) (4.26)

giving a phase difference of π
2

where the macro particles are located at ±σz, q is the bunch

charge and θ is the tilt angle.

Transverse Magnetic Dipole Mode

The first transverse magnetic dipole mode (TM110) is used for the measurement of position

since the magnitude of this mode is directly dependent upon the transverse position of the

beam in the cavity and is at a minimum when the beam is positioned at the centre of the

cavity. This mode is also dependent on the charge of the beam and so a beam position

measurement derived from this mode must be normalized by beam charge.
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Transverse Magnetic Monopole Mode

The monopole mode (TM110) is independent of beam position (neglecting higher order terms)

and is therefore a constant for identical electron bunches passing through the cavity regard-

less of their trajectory. The monopole mode gives a measure of the charge and arrival phase

of the electron bunch and allows for charge normalization of the dipole signal thus giving a

position dependent result.

4.1.3 Mode Selection

Figure 4.2 shows the frequency distribution of transverse magnetic modes in an individual

cavity. It can be seen that at the peak of the dipole mode (TM110) there is also some

added monopole signal (due to each mode having a finite value of Q [98]) from both the

first and second transverse magnetic monopole modes, this prevents the dipole mode from

being selected using electronic frequency filtering techniques. The dipole mode information

is extracted using selective coupling by waveguides. The slots couple out the dipole mode

where the magnetic field vector is parallel to the slot, whilst rejecting the monopole mode

which is perpendicular to the slot. Figure 4.3 shows the arrangement of slots in the cavity

and the mechanism by which the x-axis dipole mode is selected. The top and bottom slots

are used to couple out the x dipole mode (as shown in figure 4.3) and the y dipole mode is

selected using the horizontal slots.

4.2 Signal Processing

Since the BPM output (equation 4.23) is in the GHz range it must be down-converted to

a lower, more easily manageable, frequency due to the lack of available data acquisition

systems able to cope with such high frequencies. The signal is processed in two stages first

through electronics and then using software.
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Figure 4.4: Schematic of the method by which BPM signals are processed using electronics.
This is known as a homodyne receiver when the frequency of the LO is the same as that of
the incoming signal (fRF = fLO) and a heterodyne receiver for fRF 6= fLO.

4.2.1 Electronics

Figure 4.4 shows a diagram of the major components used in BPM processing electronics.

This scheme may be implemented in 2 ways; as a heterodyne receiver under the condition

where the incoming RF signal is of different frequency to that of the LO (fRF 6= fLO) and a

homodyne receiver where fRF = fLO.

The heterodyne receiver converts an incoming signal to a fixed intermediate frequency

(IF) through the use of frequency filtering and mixing [99] (figure 4.4). The incoming RF sig-

nal is filtered amplified and mixed to give an intermediate frequency where the intermediate

frequency is given by

ωIF = ωRF − ωLO (4.27)

The advantage of this method is that the IF may be of low frequency and therefore more

suited to data acquisition and situations where signals must travel along long cables. Con-

sider incoming and LO signals which may be characterized as follows

VRF (t) = a cos(ωRF t) (4.28)

VLO(t) = b cos(ωLOt) (4.29)
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Figure 4.5: Dipole cavity BPM output waveform. The waveform is an exponentially decaying
sine wave (equation 4.31), where the digitiser is clocked at 100 MHz so that each sample is
10ns.

These two signals are combined in the mixer as follows [100]

VRF (t)VLO(t) =
ab

2
[cos(ωRF − ωLO) + cos(ωRF + ωLO)] (4.30)

giving two signals of different frequency. The first term gives what is known as the down-

converted component of the waveform and the second gives the higher frequency, up-converted

component. In the BPM case the interest is in the down-converted term with ωLO > ωIF .

The up-converted term is filtered out. In the case of the ATF2 cavity BPM system (discussed

further in section 5.1.3) the frequency is processed using a homodyne receiver followed by a

heterodyne receiver to ultimately down-convert the signal from 6.426GHz to 20MHz.

4.2.2 Digital Down Conversion

Figure 4.5 shows an example of the digitized output of the mixing electronics. This signal

is of the form [101]

V (t) = Ae−Γt sin(ωt+ φ) (4.31)
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Where V (t) is the electronics output voltage, A is the amplitude, φ the phase and Γ the

decay constant of the waveform (where Γ = 1/τ).

The method by which the waveform is processed is known as digital down conversion

(DDC) [102]. First the signal is mixed with a local oscillator of the form shown in equa-

tion 4.32 to give a complex waveform.

VLO(t) = eiωt (4.32)

Where ω = 2πf0 and f0 is the frequency of the waveform.

The mixed signal is then filtered, using the MATLAB filter function (see Appendix B),

in order to remove the up-converted component (with a frequency double that of the original

waveform) introduced by the mixing process [103]. A time domain Gaussian filter described

by equation 4.33 is used.

F =
√

2π∆fe

(
−t2i (2π∆f)2

2

)
(4.33)

Where ∆f is the filter bandwidth. Application of this filter produces the envelope of the

mixed waveform from which amplitude and phase may be calculated as follows and can be

seen in figure 4.6.

A =
√
a2 + b2 (4.34)

φ = tan−1

(
b

a

)
(4.35)

where the complex waveform V = a+ ib. The amplitude and phase of this filtered waveform

may then be used to calculate the in-phase (I) and quadrature-phase (Q) components of the

amplitude, which can then be related to beam position.

Table 4.1 shows Ad, φd, ω and τ calculated for one electron bunch passing through a

dipole cavity BPM (see figure 4.5 for BPM output waveform from this bunch crossing) in

the final focus beamline of ATF2 (the ATF2 cavity BPM installation will be discussed in

chapter 5). Each variable was calculated at t = 62 ADC samples (discussion of data taking
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Figure 4.6: (a) phase, φ, and (b) amplitude, A (equation 4.35) of the dipole cavity BPM
waveform shown in figure 4.5. The dashed lines mark the sample number (10ns per sample)
at which A and φ were considered for the I and Q calculations (see equation 4.37).

methods, ADC counts and sample times will be discussed in chapter 5) as can be seen in

figure 4.6.

4.2.3 Calculation of In Phase and Quadrature Phase Components

The I and Q components may be calculated using the following equations.

I =
Ad
Ar

cos (φd − φr) (4.36)

Q =
Ad
Ar

sin (φd − φr) (4.37)

were d and r represent the dipole and reference (or monopole) cavities. Both I and Q are

dependent on beam position and so a rotation is applied as follows

 I ′

Q′

 =

 cos θiq

− sin θiq

sin θiq

cos θiq


 I

Q

 (4.38)
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BPM Ad(counts) φd(rad) ω(rad) τ(samples) Sample # I Q
QF9AFF 392 0.42π 1.577 23 62 0.267 -0.129

Table 4.1: Cavity BPM output waveform parameters.

where θiq = tan−1(miq) and miq is the gradient of the I vs Q linear fit (see figure 5.19 in the

next chapter), giving

I ′ = I cos θiq +Q sin θiq (4.39)

Q′ = −I sin θiq +Q cos θiq (4.40)

This rotation makes Q′ independent of beam position leaving I ′ with a linear dependence so

now only I ′ need be considered for determining beam position. Q′ is now dependent on the

beam tilt (θ) alone.

4.3 Summary

Particular transverse magnetic modes present in a cavity with an electric charge passing

through it are dependent on the proximity of the charge to the cavity wall. This phenomenon

makes cavities suitable to act as beam position monitors.

The first transverse magnetic dipole mode (TM110) is coupled out using slots inserted

into the cavity and is the mode selected for beam position measurements. This mode varies

not only with beam position but also with beam charge and so a monopole or reference

cavity is used to normalize the dipole output with respect to beam charge by coupling to

the first monopole mode (TM010) which varies only with charge and not position. After

charge normalization the resulting signal is dependent on beam position only. This signal

has two components, in phase (I) and quadrature phase (Q), both of which vary with

position. Application of a simple rotation gives the variables Q′, which is constant, and I ′

which is linearly dependent on the proximity of the beam to the cavity wall (transverse beam

position), with a signal output of zero for the case where the beam is centred in the BPM.



Chapter 5

Cavity BPM Commissioning at ATF2

A system of cavity beam position monitors has been developed for use at ATF2 in

the development of final focus systems with a view to their implementation in future

linear colliders [41]. There follows an account of the commissioning of this system

for normal ATF2 operation.

5.1 Cavity BPM Hardware Setup at ATF2

The cavity beam position monitor system at ATF2 consists of 32 C-band (where C-band

refers to the operating frequency of the BPMs, the C-band region of RF frequencies is

commonly described, using the IEEE standard, to be between 4 and 8 GHz where the BPMs

in this system operate at 6.426 GHZ) dipole cavities and 4 reference (monopole) cavities

distributed throughout the extraction and final focus beamlines (figure 5.1). The system is

made up of several major components; cavities, mixing electronics, digitization and timing

system, data acquisition and analysis software and mover systems. Figure 5.2 shows a

photograph of three cavity BPMs installed on the final focus beamline at ATF2.

5.1.1 Cavities

There are two types of cavity BPM used, known as dipole and monopole cavities. The

dipole cavities are coupled to the dipole transverse magnetic mode and the monopole, or

reference cavities, are coupled to the monopole mode (see chapter 4 for an explanation of

86
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Figure 5.1: Layout of the C-band cavity BPM installation, with the beam travelling from
top to bottom. Each BPM is labelled according to its neighbouring magnet [36] and the
non-mover cavities are highlighted in blue whilst those mounted on movers are highlighted
in yellow.
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Figure 5.2: Photo of three cavity BPMs installed at the ATF2 final focus beamline. Each
beam position monitor is mounted on a mover system shared by its neighbouring magnet.

Figure 5.3: Photo of dipole cavity BPM in situ on the ATF2 final focus beamline.

Figure 5.4: Photo of one of the C-band cavity BPMs before installation.
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Figure 5.5: Engineering schematic of a C-band dipole cavity.

transverse magnetic modes). Figure 5.3 shows a photograph of a dipole cavity installed next

to a sextupole at ATF2, figure 5.4 shows a photograph of one of the C-band1 dipole cavities

pre-installation at ATF2 (see figure 5.5 [104] for an engineering drawing of one of these

cavities) and figure 5.6 shows a reference cavity. It can be seen that the reference cavity

has only one signal pickoff point whereas the dipole cavity has four. This is due to the fact

that the monopole mode is dependent entirely on the beam charge whereas the dipole mode

also has a position dependence. For the dipole cavity two opposing pickoffs are for position

measurement along the x-axis and two along the y-axis (see chapter 4).

5.1.2 Movers

Of the 32 C-band cavities 23 are mounted on movers (see for example figure 5.7) which allow

movement of the cavity relative to the remainder of the beamline. These movers are shared

1C-band refers to the operating frequency of the BPMs, the C-band region of RF frequencies is commonly
described, using the IEEE standard, to be between 4 and 8 GHz. In this case the operating frequency is
6.426 GHz
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Figure 5.6: Photo of a reference cavity installed in the final focus beamline at ATF2.

Figure 5.7: Photo of cavity BPM with quadrupole mounted on a mechanical mover. The
mover is made up of a steel plate which sits on three cylindrical camming devices.
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with quadrupoles and sextupoles with the cavities placed just downstream of each magnet;

each mover moves a cavity and its neighbouring magnet simultaneously. The movers consist

of a plate, upon which the magnet is mounted, supported by three cylindrical cams driven

by stepper motors with potentiometer readbacks [105]. The cams are set off centre allowing

movement in the x and y directions whilst also allowing the plate to be tilted (variation of

azimuthal angle).

This mover system is ideal for use in the calibration of the cavity BPMs. Its sub micron

movement capability combined with high resolution LVDTs (linear voltage displacement

transducers) for mover position measurement [106] make it possible to have highly accurate

calibration procedures. Calibration of the beam position monitors using the mover system

will be discussed later in this chapter.

5.1.3 Mixing Electronics

For this BPM system the signal processing was done in two parts, the initial processing

using electronics, then completed using software analysis techniques. First each pair of

signals (two for x-measurement and two for y-measurement) is summed through use of a

hybrid, increasing the available signal to allow a more accurate position measurement. The

signals are then input to the mixing electronics giving a signal which has been down mixed

from 6.426 GHz to 20 MHz [107]. A diagram of the electronic processing scheme may be

seen in figure 5.8 with the major heterodyne components highlighted (see section 4.2.1) in

pink.

5.1.4 Digitization and Timing System

Since the BPM output signal has now been down mixed electronically to give a signal of

severely reduced frequency, the data from the BPM are easier to handle. The 20 MHz signals

are then processed by SIS digitizers. For data acquisition SIS3301 eight channel digitizer

ADC VME boards with 14 bit resolution were used [108]. The digitization clock was at
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Figure 5.8: Block diagram of mixing electronics scheme for processing of cavity BPM output
signals [107].
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Figure 5.9: Plot of calibration tone Signal, with a sampling rate of 100 MHz giving 10 ns
per sample.

a frequency of 103 MHz using the timing system shown in figure A.2, appendix A. The

figure shows the method of generation of all RF signals required by the cavity BPM system,

including clocks and triggers for digitizers along with the local oscillator and calibration tone

signals (discussed in the next section).

5.1.5 Local Oscillator and Calibration Tone Systems

Figure A.3 (appendix A) shows the method of distribution of the local oscillator (LO) and

calibration tone signals. The 6.446 GHz LO is generated using a signal derived from the

ATF master oscillator and distributed to the mixing electronics for each BPM (figure 5.8).

Calibration Tone

Figure 5.9 shows an example of the digitized output of the electronics of one of the C-band

dipole cavities when a calibration tone (or caltone) is input. The calibration tone will allow

continuous measurement of the gain provided by the BPM electronics [109].
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Figure 5.10: A screen shot showing the main panel of the cavity BPM data acquisition
software.

5.2 Software

The digitized output of the beam position monitors is then handled using an EPICS (Ex-

perimental Physics and Industrial Control System [110]) IOC (Input-Output Controller).

Figures 5.10, 5.11 and 5.12 show screen shots [111] of various EPICS control panels, built

using the EPICS EDM (Extensible Display Manager), allowing the user to observe the out-

put of each BPM and any other information available to EPICS. The digitized output of

the beam position monitors undergoes further processing using software, with the results

also input to EPICS. This waveform processing is detailed in the next section.
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Figure 5.11: A screen shot showing an example of the parameters used in the waveform
analysis for the BPM designated as QM16FF.

Figure 5.12: Screen shot of the waveform display, (a), (b) and (c) respectively show the
digitized waveforms for the x and y axis of QM16FF alongside the monopole signal from the
reference cavity. Also shown are the various stages of the BPM waveform software analysis,
described in section 4.2.2. (d) is the fourier transform of the waveform, (e) is the envelope
of the waveform and (f) is the phase.
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5.3 Waveform Analysis

Figure 5.13 shows an example of the raw waveform of the cavity as output by the SIS

digitizers. This waveform is the output for a single bunch passing through a cavity with

mover positioned at x, y = −200 µm. Recalling that the signal is of the form

V (t) = Ae−Γt sin(ωt+ φ) (5.1)

Where V (t) is the electronics output voltage, A is the amplitude, φ the phase and Γ the

decay constant of the waveform (with Γ = 1/τ), the first step in the waveform analysis is to

determine A, ω, φ and τ (see section 4.2.2) in order that I and Q may be calculated as in

section 4.2.3.

5.3.1 Tuning

For the waveform to be made suitable for beam position measurements it must first be mixed

with a local oscillator (as described in section 4.2.2) with frequency the same as that of the

waveform. This frequency is most easily determined by observing the variation of phase φ

with frequency. When the LO is of the correct frequency a plot of the phase will become

flattened as opposed to saw toothed, as shown in figure 5.14. The reason for this shape is

that the maximum possible variation of phase is 2π, here the range is ±π due to an artifact

of the data acquisition.

Table 5.1 shows the calculated frequencies (using BPM data collected during beam oper-

ation, to be referred to as online measurements) for each of the C-band cavity BPMs along

with the Q values, as determined using

QL = ωτ (5.2)

and Γ = 1/τ . Also shown are the data taken during measurements performed on the cavities

before installation (to be referred to as offline measurements) in the beamline (see appendix A
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(a)

(b)

(c)

Figure 5.13: Example of a waveform output from the cavity beam position monitor
QD10AFF. (a) shows the output for the x-axis, (b) for the y-axis and (c) for the reference
cavity created by the first bunch passing through the cavity during a calibration procedure.
As with all data acquired using the SIS digitisation system we have a sampling rate of 100
MHz giving 10 ns per sample.
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Figure 5.14: Phase vs time for a single waveform output from an untuned cavity BPM.

for hardware measurement procedure) for comparison. It can be seen that there is significant

deviation of the online values for Q and frequency from those measured offline with the Q

values looking more favourable when measured on the beamline. This is due to offline

measurements being more difficult to perform accurately and the available equipment used

having poorer resolution than that available during beam operation (online measurements).

This waveform analysis is performed using online analysis software. Values of I and Q

calculated online differ from those calculated offline (using MATLAB). The reason for this

difference is undetermined but of no major significance since there is an exceptionally high

correlation between I/Q calculated online and I/Q calculated offline; this is illustrated in

figure 5.15 where the correlation coefficient, ρ = 0.9979.

5.4 Calibration

This section will consider two calibration methods; the first concerning the magnet mover

system and the second the variation of beam position using a bump in the beam created

with dipole corrector magnets (see section 5.4.2).
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Figure 5.15: I calculated offline (using MATLAB) vs I calculated by the online data acqui-
sition system.

5.4.1 Mover Calibration

The beam position monitor with designation QD10AFF, which sits approximately half way

down the final focus beam line (figure 5.1), shall be used as an example of calibration by

magnet mover. The BPM was moved transverse to the beampipe and data recorded at

regular intervals during the movement. For each of the x and y directions the BPM was

moved by ±200 µm in steps of 100 µm and 10 bunches were measured at each position

(figure 5.16).

As the BPM moves such that the beam is away from the centre of the cavity the amplitude

of the output signal increases (figure 5.17). As the beam approaches the centre of the cavity

it reduces to a minimum and again begins to rise as the movement continues through the

zero point and into the other half of the cavity. As the beam crosses the centre of the cavity

its phase output is also changed. Figure 5.18 shows a phase jump of π rad as the beam

passes through zero. This is seen to occur at bunch number 30 which is consistent with

the minimal amplitude and mover displacement at this point. Using the plotted values for

amplitude and phase the in-phase and quadrature-phase components of the waveform may
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(a)

(b)

Figure 5.16: BPM position vs pulse number for x (a) and y (b) directions for a typical
calibration proceedure.
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(a)

(b)

(c)

Figure 5.17: BPM signal amplitude vs pulse number for BPM QD10AFF during a mover
calibration procedure; (a) shows the output for the x-axis, (b) for the y-axis and (c) for
the reference cavity. The change in amplitude at pulses 30 and 50 is due not only to the
movement of the BPM but also to the change in phase (figure 5.18). See the section titled
Bunch Charge Effect later in this section for an explanation of the flyers labelled 1.
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(a)

(b)

(c)

Figure 5.18: Phase vs pulse number for BPM QD10AFF during a mover calibration proce-
dure; (a) shows the output for the x-axis, (b) for the y-axis and (c) for the reference cavity.
The π phase jump seen at pulses number 30 and 50 is due to the beam passing through the
electrical centre of the cavity.
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be calculated.

When values for I and Q have been determined using the method outlined in chapter 4

a rotation is applied as follows.

 I ′

Q′

 =

 cos(θiq)

− sin(θiq)

sin(θiq)

cos(θiq)


 I

Q

 (5.3)

Where θiq = tan−1(miq) and miq is the gradient of the Q vs I linear fit (see figure 5.19).

After the rotation is applied the resulting I ′ should be mostly dependent (there may be

some slight charge dependence due to mixing of modes, as shown in figure 4.2. This effect is

not considered to be significant in this case) on position and Q′ mostly independent (there

may also bo some slight position dependence) of beam position (figure 5.20). Table 5.2 shows

the rotation angles, θiq, and scaling factors calculated for all 23 C-band mover-mounted

BPMs. The scaling factor is taken as the gradient of the graph of I ′ vs BPM position.

QM15FF and QM14FF have less attenuation so the scale factors are different and calibration

of QM16FF was unsuccessful due to there being no correlation between I and Q (it is thought

that the RF cables used to carry the signal from the BPM to the mixing electronics were

incorrectly connected).

Errors Due to Machine Behaviour

Figures 5.17 - 5.20 each show a point (red circles 1 - 3), at the 7th bunch in the calibration

procedure, far outside the expected value. This is due to the exceptionally low charge of the

electron bunch. This low charge produces a monopole mode in the reference cavity which is

very small in amplitude. Such a small signal may prevent the phase from being accurately

determined, causing the charge normalization to be incorrect and causing subsequently cal-

culated variables to be uncharacteristic of the norm. All pulses with very low charge were

excluded from fits to the data and further analysis.
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(a)

(b)

Figure 5.19: Q vs I plot for (a) x-plane and (b) y-plane of cavity BPM QD10AFF giving a
rotation angle of -1.1932 and -0.5464 rad
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(a)

(b)

Figure 5.20: I ′ and Q′ vs beam position plot for cavity BPM QD10AFF (a) x-plane and (b)
y-plane of cavity BPM QD10AFF.
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Quadrupole Effect

Each cavity is mounted on a mover together with a quadrupole. The cavity is placed just

inside the quadrupole at the downstream end (see figure 5.7), the effect of this quadrupole

can be characterized as follows

d2x

ds2
= −k(s)xi (5.4)

where xi is the initial position of the beam as it enters the quadrupole, s is the longitudinal

position along the beampipe and k(s) is the magnet focussing coefficient which is dictated

by the field in the magnet as follows

k =
B0

Bρa0

(5.5)

where B0 is the tip field, a0 the tip radius and Bρ the magnetic rigidity. Here the thin lens

approximation may be used to give

∆x′ = −Kx (5.6)

where K = klq and lq is the length of the quad. For example QD10AFF with a current of

I = 17.34A (as was the case at the time of calibration) gives K = 0.38m−1 and so ∆x at

the centre of the cavity BPM is ≈340nm for an initial beam position of xi = 10µm. This

represents a 3.4% error in position which is typical for all of the ATF2 BPMs which are

positioned immediately downstream of a quadrupole.

5.4.2 Non-Mover Calibration

The beam position monitors in the extraction line (QD10X - QF21X, see figure 5.1) are fixed

in transverse position (i.e. not mounted on movers) and so in order to calibrate these BPMs

the beam was swept across the beampipe with the use of dipole corrector magnets. This

was done by creating a bump in the beam as illustrated in figure 5.21. This local bump is

created using four dipole corrector magnets to manipulate the beam into a flat trajectory (for
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Figure 5.21: Diagram illustrating the method for creating a local bump.

a fixed distance) and their currents varied such that the beam moves transversely whilst still

maintaining a flat trajectory. The bump was calculated using flight simulator software [113],

an ATF2 optics and beam control tool.

Figure 5.22 shows the variation in beam position, as calculated from the bump optics,

during the calibration procedure. The beam was moved in steps of 250 µm over the range

±500 µm, recording data for ten electron bunches at each step. After determining the beam

position from the bump the calibration is performed as it was in the mover calibration

case (section 5.4.1). Figure 5.23 shows plots of I vs Q for both the x and y calibrations.

Figure 5.24 shows variation of calculated beam position with I ′ and Q′. The calibration

results for all nine (non-mover) cavity BPMs in the ATF2 extraction line are shown in

table 5.3.

5.4.3 Scaling Factors

One of the desirable properties of the BPM system is to have identical BPMs. In this case

the scaling factors should be identical in magnitude and since this is not the case the BPMs

and their electronics must be different. This is due to slight differences in the cavities (seen

in frequency variation reported in table 5.1) and the mixing electronics.
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Figure 5.22: Beam position vs pulse number for a non-mover calibration.

BPM θxiq(rad) x-scale (µm) θyiq(rad) y-scale (µm)
QD10X 0.492 ± 0.002 547.6 ± 3.8 1.209 ± 0.004 -1130.0 ± 46.8
QF11X -1.416 ± 0.001 -958.45 ± 9.2 1.056 ± 0.002 805.8 ± 3.8
QD12X -1.487 ± 0.001 -694.4 ± 3.9 -1.448 ± 0.005 -941.2 ± 9.4
QD16X 1.361 ± 0.001 -695.2 ± 2.1 0.749 ± 0.002 -774.4 ± 6.0
QF17X -1.460 ± 0.001 656.8 ± 2.5 -1.539 ± 0.004 501.7 ± 5.1
QD18X 1.510 ± 0.002 -674.2 ± 3.1 -1.414 ± 0.002 761.6 ± 4.6
QF19X 0.696 ± 0.004 -723.1 ± 11.3 0.639 ± 0.001 667.4 ± 2.8
QD20X 0.715 ± 0.001 666.1 ± 4.7 0.398 ± 0.002 -515.0 ± 4.1
QF21X -1.471 ± 0.001 517.4 ± 21.9 -1.403 ± 0.001 431.7 ± 2.3

Table 5.3: Table of non-mover calibration results.

5.5 Problems and Solutions

During commissioning of any new hardware system it is expected that various problems may

arise. There follows an explanation of the two most significant problems and their solutions.

Timing System and Signal Processing

Special attention must be paid to the synchronization of the data acquisition system (digi-

tizers) with the beam in order to ensure data are recorded as the beam passes through the

cavity and that the monopole signal used for charge normalization is used with the correct

dipole signal. The layout of the timing system is shown in figure A.2 (Appendix A). Several

problems arose during the commissioning of the timing system mostly due to clocks and
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(a)

(b)

Figure 5.23: Q vs I plot for (a) x-plane and (b) y-plane of cavity BPM QF19X.
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(a)

(b)

Figure 5.24: I ′ and Q′ vs beam position plot for (a) x-plane and (b) y-plane cavity BPM
QF19X.
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Figure 5.25: Screenshot illustrating cavity BPM phase problems. For the top two plots the
red trace is the calculated x position, green the y and blue is the reference cavity monopole
signal.

triggers jittering with respect to each other [114]. These were rectified by deriving these

signals from the same source. Figure 5.25 shows the erratic behaviour of the BPM system

that comes with such issues.

Figure 5.25 is a screenshot of the online cavity BPM analysis software. It shows the

variation in amplitude, phase and calculated x and y beam position. Instability between the

trigger and timing clock signals input to the SIS digitisers causes an apparent jump in phase

(seen in the top right plot in figure 5.25). Since this phase is then used in the calculation

of the beam position (see section 4.2.2) the position of the beam also seems to vary. This

variation can be seen to be false since the amplitude of the cavity signal (seen in the top left

plot in figure 5.25) has little variation.

One other significant problem came with the beam arrival time. Initially the DDC sample

point (see section 4.2.2) was fixed in time at some point just after the peak of the digitized

waveform. This method works perfectly well assuming the timing signals are unchanged,

however since these signals are derived from the ATF2 master oscillator (in order to be

locked to the beam) its condition may change (to account for problems seen in other ATF2
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systems, many of which rely on these signals). This was rectified by the installation of a

diode directly to a cavity output signal to measure the beam arrival time which then defined

t0 (the beginning of the waveform produced by the bunch) and the DDC sample point was

taken to be some number of time samples from this variable t0 as opposed to some fixed

point.

Reference Cavity Locations

The output from a dipole cavity BPM undergoes charge normalization (see chapter 4) using

the output of a reference cavity and at ATF2 each dipole cavity uses the nearest downstream

reference cavity (figure 5.1). It was seen that most often during calibration procedures the

beam was sometimes kicked out of the beampipe when the mechanical mover (upon which

one cavity and one focusing magnet were mounted), of the cavity undergoing the procedure,

was moved to an extreme position (say 1mm from the central position). This meant that the

beam did not reach the downstream reference cavity and so no monopole signal was produced

and charge normalization was not performed, giving an incorrect position measurement or

scaling factor (for occurrence during a calibration procedure). This issue was addressed

through use of only the first two reference cavities, MREF1X and MREF3FF (see figure 5.1).

5.6 Stability and Dynamic Range

Stability

In order to have working BPMs suitable for normal running of an accelerator there must be

a high level of stability within the system. Table 5.4 shows five mover calibrations performed

on QM13FF over a thirty six hour period and table 5.5 shows scale factors for BPM QM14FF

for three different calibration procedures over several days. Both results show the scaling

factors to be stable to within 10%.
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Date Time θyiq(rad) y-scale (µm)
08-12-2009 11:21:17 -0.556 ±0.012 -572.9 ±3.49
09-12-2009 06:18:18 -0.552 ±0.007 -538.2 ±10.60
09-12-2009 07:37:45 0.335 ±0.009 -552.9 ±2.52
09-12-2009 08:03:48 -0.553 ±0.010 -550.1 ±2.26
09-12-2009 22:43:03 -0.586 ±0.004 -568.7 ±3.40

Table 5.4: Results of calibration stability test of QM13FF recorded for the y-direction over
a thirty six hour period. The variation from negative to positive value in θyiq is due to a π
jump in phase.

Date x-scale (µm) y-scale (µm)
02-12-2009 -41.6 ±1.30 -43.4 ±1.03
04-12-2009 -38.5 ±0.92 -42.9 ±0.47
08-12-2009 -46.1 ±1.34 -48.1 ±0.34

Table 5.5: Calibration stability of QM14FF

Dynamic Range

Figure 5.26 shows a calibration procedure performed over a range of ±1mm for QM13FF

and it can be seen that the BPM output remains linear over the whole range. This range

was in some cases seen to be the maximum range of the mover when it was at its extreme

position in the direction perpendicular to that being measured, so in the case of the mover

BPMs the BPM is not necessarily the limiting factor in dynamic range.

5.7 Summary

The first steps in setting up these BPMs for normal operation are waveform processing

(DDC) and calibration. Two different methods of calibration were used; mover calibration

(for those BPMs mounted on mechanical movers) and bump calibration (for those whose

transverse position is fixed). During the DDC process the cavity frequency is determined

which in turn leads to the determination of the quality factor.

Digital down conversion determines the in-phase (I) and quadrature-phase (Q) compo-

nents of the BPM signal, which are both dependent on beam position. A simple rotation
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Figure 5.26: I ′x vs x-position for QM13FF over a range of ±1mm.

puts the entirety of the position dependence on one variable (I ′) and calibration determines

the scaling factor of this linear dependence. Calibrations were performed for all 32 C-band

cavity BPMs and the stability and dynamic range investigated. Two BPMs were used to

investigate the reproducibility of the scaling factor and found to be stable to within 10%.

The commissioning processes outlined in this chapter brought the cavity BPM system to

a state suitable for normal accelerator running. Figure 5.27 shows a plot of the measured

beam orbit throughout the BPM system, the red lines represent the x-position and the blue

lines represent y. Such an orbit plot is used online during accelerator operation.
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Chapter 6

Cavity BPM System Performance

In order to understand beam dynamics in an accelerator it is usual to develop a

machine, or optics, model. Beam position measurements may then be fitted to this

model and used to calculate other beam properties. Model Independent Analysis

(MIA) describes methods by which beam properties may be determined without the

use of an optics model. This chapter will outline a method by which the resolu-

tion of BPMs may be determined without consideration of transfer matrices (see

chapter 3). There will then follow an investigation into the digital down conversion

method of signal processing and a demonstration of the application of cavity BPMs

in accelerators.

6.1 BPM Resolution Determination Using Model In-

dependent Analysis

The most common way of determining BPM resolution is to use an accelerator optics model.

Given initial beam parameters a model may be used to predict the position of the beam in a

BPM and the resolution of the BPM is determined by the difference between this predicted

position and the position as measured by the BPM (see section 3.4). There a two major issues

with this method of determining resolution. One is the accuracy of the model (especially

for large complex accelerators such as the ILC) and the second is the limiting effect of a

given BPM’s resolution (it was shown in section 3.4 that the resolution calculated by using

the three BPM method is severely limited by BPM of poorest resolution). Given these

118
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Figure 6.1: Singular values for SVD.

issues it is desirable to develop a method of determining resolution without the necessity

of optics models. The high degree of correlation seen in BPM measurements [115] makes it

possible to use Model Independent Analysis (MIA) to determine the resolution of a BPM

system without knowledge of the accelerator optics model. Model independent analysis uses

singular value decomposition (SVD) to remove the correlation between the BPMs to leave

only noise, which is a measurement of the BPM resolution [116].

Position data were taken, immediately after the calibration procedure and simultaneously

for all BPMs, for 500 beam pulses with a stationary beam and a matrix of measured beam

positions constructed. The matrix, B of size P × M (where M is the number of BPMs

and P the number of pulses) contains the measured trajectory of each electron bunch. B

may undergo Taylor expansion over all variables that the beam position depends on [117],

as follows

b = b(x̄1, x̄
′

1, δ̄, σ̄...) +
∑

ν∈{x̄1,x̄
′
1...}

∂b

∂ν

∣∣∣∣
ν=ν̄

∆ν

+
1

2

∑
ν1,ν2∈{x̄1,x̄

′
1...}

∂2b

∂ν1∂ν2

∣∣∣∣
ν1=ν̄1,ν2=ν̄2

∆ν1∆ν2 + · · ·
(6.1)
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where ∆ν = ν − ν̄ and b is a row vector of B. Simplifying to give

b = b0 +
S∑
s=1

∆q̂si

[
σs
∂b

∂qs

]
+ noise (6.2)

where q̂s is normalized (to one over time, becoming dimensionless) and represents the sth

physical variable. For example q̂s = ∆ν−〈∆ν〉
σs

, where σs is the rms variation. In matrix form,

this gives [117]

BP×M ≡ QP×dF
T
M×d +N (6.3)

where N is a matrix containing the random noise present in each BPM, Q represents the

temporal patterns of the pulses and F represents the spatial patterns (f = σs
∂b
∂qs

). The

contributions of the physical variables qs to the beam orbit may be obtained using singular

value decomposition.

6.1.1 Singular Value Decomposition

Singular value decomposition gives [118]

B = USV T (6.4)

where U and V are orthogonal matrices representing the temporal and spatial components

(eigenvectors), respectively, of the measured beam position and S is a diagonal matrix of

non-zero singular values (eigenvalues). The eigenvalues indicate the significance of a given

variable’s contribution to beam motion. The smaller values arise from BPM noise and the

largest from physical beam variations. Figure 6.1 shows a plot of the singular values and

figure 6.2 shows the spatial and temporal components for the largest three singular values.

The spatial eigenvectors for the second and third eigenvalues identify noisy BPMs (numbers

11 and 26, QM14FF and QD4BFF). The largest singular value is zeroed and the matrix B

reconstructed into a matrix containing largely random noise. The resolution of each BPM is

taken to be the rms variation of the beam position as given by the reconstructed matrix, B.
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(a) (b)

Figure 6.2: Normalized spatial (a) and temporal (b) eigenvectors of beam motion for the
most significant three eigenvalues, determined via SVD. Results for BPM QD10AFF.

6.1.2 Results

Table 6.1 shows the calculated resolutions for each BPM. σpos is the rms variation of the

measured position distribution and σMIA is the rms variation of the SVD output. Figure 6.3

shows an example of the determination of BPM resolution using the SVD method of model

independent analysis; (a) shows the x and y plotted position for each pulse, (b) shows the

same plot after the data have been processed, (c) shows the distribution of the measured

beam position and (d) shows the distribution of x and y after MIA. Comparison of the

resolution results calculated with and without the use of MIA shows that with MIA the

resolution is significantly improved, taking the resolution from micron to nanometre level.

The resolution results for all BPMs are plotted in figure 6.4

6.2 DDC Signal Processing

The digital down conversion process is dependent on two variables; the filter width, ∆f , and

the local oscillator frequency, ω (see section 4.2.2 for DDC explanation). The LO frequency

is calculated by flattening the phase plot and the filter width preallocated in the online

processing software. What happens if these variables are incorrectly assigned?
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(a)

(b)

(c)

(d)

Figure 6.3: Beam position variation over 500 pulses, as measured by BPM QM15FF. (a),
(c) show the measured beam position and (b), (d) show the beam position after MIA.
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BPM σxpos(µm) σMIA(µm) σypos(µm) σMIA(µm)
1 QD10X 5.22 0.106 31.95 0.465
2 QF11X 23.92 0.273 9.83 0.143
3 QD12X 9.44 0.097 30.30 0.398
4 QD16X 9.77 0.247 3.50 0.116
5 QF17X 15.47 0.266 2.51 0.073
6 QD18X 15.06 0.066 9.72 0.195
7 QF19X 44.53 0.275 8.37 0.128
8 QD20X 18.19 0.238 14.00 0.118
9 QF21X 29.61 0.572 8.13 0.162
10 QM15FF 20.23 0.165 19.63 0.046
11 QM14FF 57.14 1.594 24.50 0.944
12 QM13FF 49.25 0.205 4.30 0.111
13 QM12FF 43.05 0.188 17.45 0.107
14 QM11FF 34.95 0.206 25.72 0.120
15 QD10BFF 15.94 0.240 44.74 0.307
16 QD10AFF 14.16 0.330 32.54 0.198
17 QF9BFF 23.76 0.591 30.84 0.085
18 SF6FF 39.44 0.760 36.00 0.101
19 QF9AFF 22.71 0.303 20.48 0.246
20 QD8FF 20.72 0.106 42.11 0.289
21 QF7FF 40.87 0.168 4.64 0.164
22 QD6FF 49.48 0.174 14.53 0.040
23 QF5BFF 127.39 0.484 27.34 0.075
24 SF5FF 115.9 0.568 39.03 0.120
25 QF5AFF 119.66 0.648 42.83 0.174
26 QD4BFF 39.74 0.318 115.32 1.220
27 SD4FF 27.16 0.394 89.32 0.542
28 QD4AFF 13.38 0.323 104.03 0.469
29 QF3FF 73.91 0.682 34.17 0.212
30 QD2BFF 41.41 0.588 50.22 0.306
31 QD2AFF 39.12 1.121 38.76 0.158

Table 6.1: Table of cavity BPM resolution results showing the rms variation of measured
beam position (σx/σy) and SVD results (σMIA).
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6.2.1 Optimization of Filter Width

The filtering process is performed in order to remove the upconverted component of the BPM

signal, after LO mixing. If the filter is too wide this component of the waveform will not be

removed and if it’s too narrow too much signal will be removed, so reducing the resolution.

Figures 6.5 and 6.6 show the variation of amplitude, phase, I, scaling factor and I − Q

rotation angle with filter width. It can be seen that all of these parameters vary significantly

over a range of 0.3 samples−1, in steps of 0.003, where the filter width for the data analysis

in this thesis was chosen to be 0.033 in line with the online DDC signal processing. For this

value the amplitude peak is large in magnitude whilst still being smooth (figure 6.5a). When

the filter width is significantly narrower the amplitude of this signal is low and when it is

wider the signal becomes noisy. The phase is also affected by filter width showing a nice

flat signal for ∆f = 0.03, but as the filter gets wider it becomes impossible to determine the

phase (i.e the phase plot is no longer flat). This variation in amplitude and phase causes

variation in I and therefore variation in scale (figure 6.6). If, as the filter width changes I

and scaling factor change in the same manner then the resolution would remain unchanged.

Figure 6.7 shows that this is not the case and so resolution is dependent on filter width.

6.2.2 Optimization of LO Frequency

The correct LO frequency is determined as that frequency which causes the phase plot to be

flattened. This process may be done online (by eye). The effect of variation of frequency with

with DDC output will give an indication of the validity of this method of DDC frequency

selection.

Figures 6.8 and 6.9 show the variation of amplitude, phase, I, scaling factor and I − Q

rotation angle with DDC LO frequency. It can be seen that all of these parameters vary

significantly over a range of 0.2 samples−1, in steps of 0.002, where the DDC LO frequency

for the data analysis in this thesis was chosen to be 0.2504 by flattening the phase plot.

3The frequency throughout has been given in units of samples−1. The SIS digitizer cards were clocked at
100MHz giving a filter width of 3MHz and a sample time of 10 ns.
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(a)

(b)

(c)

(d)

Figure 6.5: Variation of (a) amplitude, (b) phase, (c) I-Q rotation angle and (d) scale factor
with filter width.
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(a)

(b)

Figure 6.6: Variation of in-phase component of BPM signal with filter width.

For this value the amplitude peak is the largest value (figure 6.5a). When the DDC LO

frequency is varied the peak of the amplitude plot has a much smaller value. The phase is

also affected by DDC LO frequency showing a nice flat signal for ∆f = 0.2504, but as the

DDC LO frequency varies it becomes impossible to determine the phase (i.e the phase plot

is no longer flat). This variation in amplitude and phase causes variation in I and therefore

variation in scale (figure 6.9). If as the DDC LO frequency changes I and scaling factor in

the same manner then the resolution would remain unchanged, figure 6.10 shows that this

is not the case and so resolution is dependent on LO frequency.

6.3 Applications of Cavity BPMs

Knowledge of beam position is very important in accelerators not only to maintain a required

beam orbit but it can also be used to determine other beam and accelerator properties by

observing how the beam position varies under different conditions. One such measurement

is that of dispersion.
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Figure 6.7: I vs scale factor for variable filter width.

6.3.1 Dispersion Measurement

Section 2.3 described the method by which beam dispersion may be determined. To recap

∆x(s) = Dx(s)δ (6.5)

δ = − 1

α− γ−2

∆f

f
(6.6)

where ∆x is the horizontal displacement of the beam, s is the position along the beamline,

Dx(s) is the dispersion function, δ is the relative momentum deviation of the beam, f is the

RF frequency, γ is the Lorentz factor and α is the momentum compaction factor (a difference

in path length for a given relative momentum deviation [119] which is 0.002 in the case of

ATF [120]). The constant α is a property of circular accelerators. At ATF it is calculated

for the damping ring, which preceds the extraction and final focus beamlines, and used to

calculate the dispersion in these linear sections of the accelerator.

Since there are no RF cavities present in the extraction line or final focus system of

ATF2 the RF frequency, f , was varied in the damping ring. Figure 6.11 shows the measured

horizontal and vertical dispersion in each C-band4 cavity BPM for ∆f = 3 KHz.

4C-band refers to the operating frequency of the BPMs, the C-band region of RF frequencies is commonly
described, using the IEEE standard, to be between 4 and 8 GHz. In this case the operating frequency is
6.426 GHz
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(a)

(b)

(c)

(d)

Figure 6.8: Variation of (a) amplitude, (b) phase, (c) I-Q rotation angle and (d) scale factor
with DDC LO frequency. The sampling time of the digitizer is 10 ns per sample giving a
frequency of 1 sample−1 = 100 MHz.
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(a)

(b)

Figure 6.9: Variation of in-phase component of BPM signal with DDC LO frequency (for all
pulses (a) and for a single pulse (b)). The sampling time of the digitizer is 10 ns per sample
giving a frequency of 1 sample−1 = 100 MHz.

Figure 6.10: Scale factor vs I for variable DDC LO frequency.
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(a)

(b)

Figure 6.11: Horizontal (a) and vertical (b) dispersion measurements at each C-band BPM
located in the ATF2 extraction line and final focus system.

6.4 Summary

The performance of the BPM system was assessed through measurement of the resolution of

all 36 BPMs by use of model independent analysis. A simulation using real BPM data was

performed to test the validity of the digital down conversion process. The DDC filter width

and LO frequency were varied and found to have a significant effect on the scaling factor.

Care must be taken to optimise these variables and they should be monitored regularly.

The cavity BPM system has achieved resolutions of <100 nm with all achieving resolu-

tions better than 1 µm. BPM QM15FF has achieved a y - resolution of 46 nm, which is much

better than the others due to lower attenuation of the cavity signals entering the electronics.

The signals input to the mixing electronics for all BPMs, with the exception of QM14FF and

QM15FF, were attenuated by 20 dBm increasing the noise level and reducing the resolution.

It is expected that removal of the attenuation will increase the signal to noise ratio of the

system to consistently reach the design resolution of 50 nm [116]. A final test of the system

was to determine the dispersion at each of the BPMs with use of the momentum compaction
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factor (α) as calculated in the damping ring (immediately preceding the extraction and final

focus beamlines).



Chapter 7

Summary and Conclusions

Development and testing of a fast position feedback system has been demonstrated

a success at ATF. Commissioning and testing of the beam position monitor section

of the feedback system was performed, including calibration of the BPM and mea-

surement of the position resolution. A second project, also for use in final focus

systems, saw installation of a large array of high resolution cavity BPMs at ATF2.

These BPMs were successfully calibrated and their properties investigated, including

measurement of their resolution. The design resolution of 50 nm was achieved and

the system is now being used during normal accelerator operation.

7.1 Feedback on Nanosecond Timescales

The future of particle physics is dependent on the development of accelerator technology

where, alongside energy, collision luminosity is one of the most important considerations.

Some of the major tools used in producing and maintaining high luminosity are beam feed-

back systems. A fast feedback system for correction of vertical beam position at the IP of

a future linear collider has been demonstrated at both ATF and NLCTA. An investigation

into the stripline BPMs used for vertical beam position measurement was performed showing

10 ns latency and better than 5µm resolution.

133
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7.1.1 Beam Position Monitor Studies

The FONT4 BPM processors use the difference-over-sum method for determining beam po-

sition. The difference and sum signals were output from the processors and the charge

normalization done using the digital feedback board for the feedback BPM and offline in

MATLAB for the two witness BPMs. All three BPMs were calibrated using corrector mag-

nets and their calibration constants found to be close to the expected value (2.9 mm−1)

although not identical to each other. The resolution of the BPMs was determined to be 4.5

µm using a geometric method which takes the difference between the beam position predicted

by two of the BPMs and the position as measured by the third. This resolution was worse

than the expected 1-2 µm and further investigation showed that this may in part be due

to differences in behaviour of each of the processors (the method of determining resolution

makes the assumption that all BPMs and their electronics are identical, figure 3.17). The

final results of the BPM analysis indicates that it is possible to achieve 1 µm level resolution

with the striplines and electronics (described in chapter 3) installed at ATF though special

attention must be paid to data analysis methods and variation between processors. The

BPMs used in the feedback system must be capable of consistently measuring beam position

at the 1 µm resolution level in order that the feedback system be viable for use at the ILC.

7.1.2 Past Acheivements

The FONT project has passed through several stages beginning with FONT1 and FONT2

at NLCTA, both of which succeeded in demonstrated beam position feedback. FONT1 was

a completely analogue system with 66 ns latency (plus 5 ns for the BPM processor) which

achieved a 10:1 position correction [49]. The second generation feedback system achieved a

14:1 position correction, a latency of 55 ns (plus 18 ns for the BPM processor) and included

several major changes; two additional BPMs were introduced (FONT1 had only a single

BPM) and used to determine the resolution of the feedback BPM (15 µm achieved), the

distance between kicker and BPM was reduced in order to reduce the latency, the BPM

processor was redesigned to allow online charge normalization and a beam flattener was
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added. For the third generation of FONT the move was made to ATF where the bunch

spacing is 2.8 ns as opposed to the 88 ps at NLCTA. FONT3 achieved a 23:1 correction ratio

with 23 ns latency and a BPM resolution of 15 µm (without charge normalization to reduce

latency). FONT4 saw the introduction of digital feedback electronics for increased accuracy

but with the cost of increased latency. This decision was taken along side the decision to

shift the concentration of the project from ”warm” to ”cold” (with larger bunch spacing)

machines such as the ILC. FONT4 operated on a three bunch beam with a spacing of 154ns.

7.1.3 Future Goals

Development of the FONT feedback system is ongoing at ATF2 with the recent installation of

a second kicker for angle correction, y′. The short term goal of the FONT project (FONT5) is

to fully commission the newly developed feedback electronics and BPM processors. A single

board has been developed to acquire data from the BPM processors with higher resolution

ADCs and using this information to perform bunch by bunch feedback in both y and y′.

It is hoped that the feedback system will be of use in normal accelerator running at ATF2

to stabilize the beam by reducing bunch to bunch jitter. A longer term goal of the FONT

project is to develop a feedback system suitable for use at CLIC (Compact Linear Collider),

which is a proposed future linear collider [121]. Development of a feedback system for a

machine such as CLIC will present new challenges to the FONT group due to a shorter

bunch spacing (0.5ns for CLIC as opposed to 337ns for ILC) than would be found in a super

conducting accelerator.

7.2 Cavity BPM

Beam position monitors are an important and necessary part of any particle accelerator.

They are invaluable in determining beam and accelerator properties, for example; beam size,

dispersion and emittance from which Twiss parameters and therefore accelerator parameters

and beam orbit may be determined. The achievement of nano-metre beam sizes demands
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very high resolution BPMs which is important since higher resolution allows more accurate

position measurement therefore reducing the uncertainty of any calculated property which

varies with beam position.

32 C - band cavity BPMs were installed throughout the extraction line and final focus

systems of ATF2, 23 of which (those in the final focus system) were mounted on mechanical

movers. The outputs (decaying sine wave, see section 4.2.2) of the BPMs were input to

signal processing electronics and the output recorded using digitizer based data acquisition

(see section 5.1). These data were then processed in software by digital down conversion

to give a single value for the position of each bunch (in ADC counts). The entire system

was then calibrated to allow conversion of position in counts to position in microns. The

extraction line BPMs (without movers) were calibrated by creation of a beam orbit bump

which was varied to move the beam in a transverse direction across the beampipe. The

final focus BPMs were calibrated by moving the BPMs, using mechanical movers, instead of

moving the beam. The BPM system is now completely commissioned for normal accelerator

operation.

After the installation and calibration at ATF2 the cavity BPMs were investigated to

determine their properties, the most important being the resolution. Data were recorded for

all BPMs simultaneously, with a static beam and movers in fixed positions, to measure the

position of each bunch in each BPM. This data was then processed using model independent

analysis to determine the resolution without requiring knowledge of the R - matrices (ac-

celerator model). This method of resolution determination is ideal in the case of this BPM

system (it was not suited to the FONT BPMs) due to the availability of a large array of

BPMs. MIA works by removal of high correlation in the BPM data (see section 6.1) leaving

only the noise, where the rms variation of this is taken to be the resolution. Resolutions

of <100 nm have been achieved in some cases and are better than 1 µm in most cases.

The BPM output signals were attenuated by 20 dBm, thereby increasing the noise level and

reducing the resolution. It is expected that much improved resolution will be seen when this

attenuation is removed and the design resolution (50µm) consistently acheived.



7.2 Cavity BPM 137

7.2.1 Future Work for Cavity BPM

Four S-band (where S-band refers to the operating frequency of the BPMs. The S-band

region of RF frequencies is commonly described, using the IEEE standard, to be between

2 and 4 GHz where the BPMs in this system operate at 2.9 GHZ) cavity BPMs have also

been installed in the final focus beamline at ATF2. They have been positioned towards the

down stream end of the beamline in the area of the final doublet. The requirement for use

of S-band over C-band BPMs arises from the condition that the apature of the BPMs is

designed to be twice as large as that required further upstream in the beamline. This is

due to the large size of the beam as it enters the final doublet to be squeezed down to it’s

ideal nanometre size (see section 1.1.3 for this method of producing nanometre sized particle

beams). These BPMs have recently been commissioned and are currently undergoing tests.



Appendix A

Hardware Methods and Schematics

A.1 Layout of the FONT Cable Plant at ATF2

A.2 Layout of Cavity BPM Timing System

A.3 Layout of Cavity BPM LO and Caltone Distribu-

tion Systems
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Figure A.1: Layout of the FONT cable plant at ATF2 [122].
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Figure A.2: Diagram of the cavity BPM timing system located in the power supply room at
ATF2 [123].
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Figure A.3: Diagram of the cavity BPM LO and caltone distribution systems. The 6.446GHz
local oscillator is distributed to each set of mixing electronics along with the calibration tone
signal.
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A.4 Cavity Frequency - Offline Measurements

Section 5.3.1 describes a method by which the cavity frequency may be determined using

information from the beam. It is also possible to determine this frequency offline using a

network analyzer. Figures A.4 and A.5 show an example of a network analyzer measurement

performed on a dipole cavity. Two of the four couplers are used in these measurements; a

signal is input to one channel and the output from another channel measured. Figure A.4

shows the reflection measurement where the frequency of the input signal is varied, and the

output measured from the same channel. The peak at 6.424 GHz is the frequency of the

dipole mode. No peak is seen at the monopole mode frequency indicating that the cavity has

been sucessfully designed such that this mode is suppressed. The width of the dipole peak

gives a measurement of the Q value. Figure A.5 shows, for the same input, the output from

the channel adjacent cavity channel (i.e input to x and output from y). The lack of peak at

the dipole frequency confirms that there is no cross coupling present so a movement in one

direction will not affect the output in the other direction. All hardware measurements in

table 5.1 were performed by Y. Honda [112], of KEK, prior to the installation of the cavities

in the beamline.



A.4 Cavity Frequency - Offline Measurements 143

Figure A.4: Plot of cavity BPM network analyzer measurements showing the reflection
measurement, s11 (measurement of variation of the BPM output for the same channel as
the input)

.
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Figure A.5: Plot of cavity BPM network analyzer measurements, s12 (signal input to one
channel and output measured from the adjacent channel, i.e input for x channel and output
for y channel)



Appendix B

Mathematical and Computing

Functions

B.1 Bessel Functions of the First Kind

The functions Jm are known as Bessel functions of the first kind and are a set of solutions

to the Bessel differential equation, defined as follows [124]

z2d
2u

dz2
+ z

du

dz
+ (z2 −m2)u = 0 (B.1)

and Jm is defined as

Jm(z) =
(z

2

)m ∞∑
k=0

(
− z2

4

)k
k!Γ(m+ k + 1)

(B.2)

where Γ is the gamma factor (Γ(n) = (n − 1)!)) Figure B.1 is a plot of Jm, where

m = 0, 1, 2 . . . 5, created using the MATLAB function bessel[m,z] which performs the

calculation of equation B.2 on a given data set, z.
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Figure B.1: Plot of Bessel functions of the first kind, Jm, where m = 0, 1, 2 . . . 5

B.2 filter[b,a]

The MATLAB filter function

y = filter (B, A, x)

filters the data x using a digital filter defined by A and B [125]. The function is defined as

follows [126]

y(n) =
Mn∑
i=0

bix(n− i)

−
Nn∑
j=1

ajy(n− j), i = 0, 1, . . . ,M j = 1, 2, . . . , N

(B.4)
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where A and B are vectors containing the elements aj and bi of feedback and feedforward

coefficients respectively [127].
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