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Abstract

Vacuum breakdown is a complex process and an important limiting factor of the per-

formance of normal-conducting high-gradient particle accelerators, and can result in

loss of luminosity in particle collider applications, as well as damage to accelerating

structures. The work presented here was done in the context of the Compact Linear

Collider (CLIC) study, but is also relevant to a variety of applications such as medical

linear accelerators or high-electric-field vacuum electronics. The aspects of vacuum

breakdown discussed in this thesis together provide the theoretical basis for important

technological parameters for the design of normal-conducting high-gradient devices:

the influence of radio-frequency design and material properties on the achievable field,

and the mechanism of conditioning.

The first part of this thesis discusses the development of an improved quantitative limit

which determines the maximum accelerating gradient at which a given structure geom-

etry could operate, with the intention of guiding the design of improved accelerating

structures. It models the coupling of radio-frequency power to a breakdown, giving

a value for surface electric field when loaded by a nascent breakdown. Calculations

were performed on various cases that were tested experimentally, showing excellent

consistency and the potential to become a very general model of vacuum breakdowns.

The second part presents an experimental study of dislocation dynamics in copper sur-

faces subject to high electric fields, to better understand the mechanism of the nucle-

ation of breakdowns. This is believed to involve stochastic deformation of microscopic

features under high-electric-field stress. Field-emitted current from radio-frequency

structures, as well as electrodes subject to a static electric field were precisely mea-

sured, revealing small fluctuations in the latter case. The dependence of the rate of

events on the surface field and the distribution of time intervals between events was

found to match prior theoretical predictions. The rate of fluctuations was also found to

decrease with the cumulative number of voltage pulses applied, supporting the idea of

work hardening due to stress from pulsed electric fields as a mechanism for conditioning.
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Chapter 1

Introduction

1.1 Particle Colliders

Particle colliders are machines which collide two high-energy beams of particles, in

order to study the properties of subatomic particles and their interactions based on

the behaviour of the collision products. The Large Hadron Collider is the largest

currently operational particle collider, with a circumference of 27 km and a maximum

dipole magnet strength of 8.3 T, allowing it to produce proton-proton collisions at a

world-record Centre-of-Mass (CoM) energy of 13 TeV [1]. In 2012, the Higgs boson

was experimentally observed for the first time at the LHC, completing the Standard

Model of particle physics [2].

Following the discovery of the Higgs boson, there is a strong interest in the particle

physics community in studying its properties, such as its mass, spin, couplings, and

charge conjugation parity (CP) symmetry with much greater precision than is currently

possible with the LHC. This is being partially addressed with the High Luminosity

upgrade of the LHC, which will increase the integrated luminosity of the LHC to

250 fb−1/year [3], compared with a total integrated luminosity of 189 fb−1 obtained to

date from the start of the LHC’s operation [4]. The luminosity L may be defined for a

circular collider as [5]:

9
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L =
fcrossN1N2

4πσxσy
, (1.1)

where fcross is the bunch crossing frequency, N1 and N2 are the numbers of particles

in each of the colliding bunches, and σx and σy are the standard deviations of the

transverse position profile of the beam, in the horizontal and vertical planes respec-

tively. The number of Higgs bosons observed is directly propotional to the luminosity

of the machine. This upgrade will thus allow the confidence margins on the measured

parameters of the Higgs boson to be reduced due to the improved statistics.

The use of proton-proton collisions at the LHC is not ideal for precision measurements

of the properties of the Higgs boson, due to the quantum chromodynamic (QCD)

background produced. This arises from the large number of particles produced as a

result of the strong interaction in the proton-proton collisions that are not scientifically

interesting, yet still saturate the particle detectors and require a great deal of computing

power to analyse and discard. Also, as protons are composed of quarks and gluons,

the initial state of the colliding particles is not precisely known. Only the total energy

of the fundamental particles comprising the proton is known, but not the way it is

distributed between them at the time of collision, limiting the precision of the overall

measurement. Leptons, on the other hand, do not interact with the strong force,

meaning that lepton collisions would not directly produce QCD background, providing

a much ‘cleaner’ signal. Since leptons are fundamental particles, the problem of the

initial state of the colliding particles is also solved, allowing greatly improved kinematic

control of the collisions.

These properties make a lepton collider a very attractive choice for a future high-

energy-physics machine. Proposals for future lepton colliders include the Compact

Linear Collider (CLIC), the International Linear Collider (ILC), the Future Circular

Collider (FCC-ee), as well as the Circular Electron-Positron Collider (CEPC). The

maximum CoM energy of each of these proposed machines is given in Table 1.1. For

each option, the energy has been chosen to allow the production of Higgs bosons, and
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Machine Max CoM Energy (GeV)
CLIC (1st stage) 380
ILC (1st stage) 250

FCC-ee 360
CEPC 240

Table 1.1: Maximum centre of mass energies of proposed future e+e- colliders [6].

in the case of CLIC and FCC-ee, top-antitop quark pairs. All of these machines would

collide electrons with positrons, since they are the only stable leptons.

Producing high-energy electron-positron collisions in a circular collider poses a technical

challenge due to synchrotron radiation, which causes a beam of charged particles to

lose energy when bent into a circular trajectory. The power lost by such a beam, Ploss,

scales as [5]:

Ploss ∝
E4

m4
0ρ

2
, (1.2)

where E is the particle energy, m0 is the rest mass, and ρ is the bending radius. Since

the rest mass of an electron is about 1800 times smaller than that of a proton, the power

lost by an electron due to synchrotron radiation would be thirteen orders of magnitude

greater than that of a proton at the same energy. Thus, a circular lepton collider would

need to be very large in diameter to reach energies relevant for the production of Higgs

bosons without impractically large synchrotron losses. Because of this, proposals for

future circular electron-positron colliders feature very large machines such as FCC with

a circumference of 100 km.

The alternative to a large circular collider would be a linear collider, which would

not suffer from any limitations in energy due to synchrotron losses. However, a linear

configuration means that the particles cannot be recirculated and can only pass once

through the machine. In order to reach the energies proposed with a linear collider,

it would either need to be very long and/or a have a very high accelerating gradient,

which quantifies the energy gain per unit length.
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1.2 The Compact Linear Collider

The Compact Linear Collider is one of the proposed electron-positron colliders that

could be built as a successor to the LHC. It is, as its name suggests, a linear machine.

A key feature of the CLIC design is its very high accelerating gradient of 100 MV/m

which allows it to have a relatively short length. By comparison, the ILC has a design

gradient of 31.5 MV/m [8]. Examples of high-gradient machines currently in operation

include the European X-Ray Free Electron Laser (E-XFEL) with a design gradient of

24 MV/m [9], and the SwissFEL with a gradient of 26 MV/m [10]. The 100 MV/m

figure for CLIC thus represents a significant step up over the current state of the art.

Because CLIC is linear, it has the advantage of being able to be constructed in stages,

with an increasing CoM energy at each stage. The proposed first stage of CLIC would

have an energy of 380 GeV and an overall length of 11 km, while the final stage would

reach an energy of 3 TeV with a length of 50 km [11].

The CLIC study includes proposals for a two-beam acceleration scheme, or a single-

beam, klystron-based machine. The two-beam, 3 TeV variant is depicted in Fig. 1.1.

In this scheme, two high-current drive beams (one each for the electron and positron

linacs) are accelerated to a relatively low energy of 2.4 GeV. Each drive beam would

then be directed to Power Extraction and Transfer Structures (PETS), which would

extract power from the drive beam, decelerating it, and transfer this power to the

accelerating structures of the main linacs. The electron and positron beams accelerated

by the main linacs would collide at the interaction point. The two-beam scheme would

be more efficient and more cost-effective on large scales than generating radio-frequency

(RF) power directly with 12 GHz klystrons, which would be the case in the klystron-

based option.

The high-gradient acceleration technology developed as part of the CLIC study has

been finding more and more applications beyond CLIC itself. These include medical

linacs, X-ray free-electron lasers (XFELs), and inverse Compton scattering sources. In
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each of these, there is a demand for buidling linear accelerators that are as compact as

possible, though not on as large a scale as CLIC.

1.3 RF Accelerating Structures for CLIC

Figure 1.2: The internal volume of the nominal accelerating structure design for the
3 TeV version of CLIC [12].

Figure 1.3: A copper disc containing a single cell with wakefield damping features.

The CLIC main linacs will consist mainly of accelerating structures, in which oscillating

electric fields are set up to accelerate the electrons and positrons to high energies.

Each structure consists of a number of cells which act as resonators at microwave

frequencies. When a bunch of electrons or positrons passes through the cell, it gets

accelerated by the longitudinal component of the electric field in the cell. Here, the cells

are electrically coupled to one another to form a periodic structure. The accelerating

structures in CLIC are travelling-wave structures, meaning that they have both an

input and output port, and when a radiofrequency (RF) wave is injected at the input

port it will eventually propagate to the output port. This is in contrast to the standing-

wave structures used in many particle accelerators, which have only one port and build
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up a standing wave when fed with RF power. Standing-wave structures are typically

weakly coupled to transmission lines or waveguides to minimise energy losses and thus

attain a high quality factor and thus high power efficiency. This, however, makes the

filling time of such structures very long, making them unsuitable for very short RF

pulses. On the other hand, CLIC’s use of travelling-wave structures allows the use of

very short RF pulses (below 200 ns) so that the accelerating gradient can be made as

high as possible while keeping the breakdown rate acceptably low [13].

The internal volume of a CLIC structure is shown in Fig. 1.2. The structures will be

manufactured out of copper discs, an example of which is depicted in Fig. 1.3, which

are to be diffusion bonded together to form a full structure. The nominal structure

design has twenty-six regular cells and two coupling cells (which couple the structure

to the input and output waveguides).

Figure 1.4: Frequency in GHz vs. phase advance in degrees. Blue circles: dispersion
relation of the middle cell in a TD26CC prototype structure. Red line: a constant
phase velocity of c, representing relativistic electrons [14].

In order to maximise the energy gained by a bunch crossing a cell, it has to be syn-

chronised with the oscillating electric field in the cell such that the field is close to its

peak when the bunch crosses the cell. For this synchronicity to apply for all of the cells

in a structure, it has to be designed such that the phase velocity, which is the velocity

at which the point of peak amplitude propagates through the structure, matches that
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of the particle bunch. Since the beams within the main linacs are highly relativistic,

the phase velocity has to be c.

Other key parameters of CLIC accelerating structures include the operating frequency

of 11.994 GHz, and 120◦ phase advance from cell to cell [12]. A dispersion curve for one

of the cells in a prototype is shown in Fig. 1.4, showing how the synchronicity condition

is met at the design frequency of 11.994 GHz. The structures for the 380 GeV initial

stage of CLIC are designed to operate at an average beam-loaded accelerating gradient

of 72 MV/m, whereas the structures used in the upgrade to 3 TeV are designed for an

average beam-loaded gradient of 100 MV/m [11].

The 100 MV/m gradient specification precludes the use of superconducting materials,

as the superconductive state cannot exist when a magnetic field exceeding the critical

magnetic field is applied. The critical magnetic flux for pure niobium is 180 mT. Since

the peak magnetic flux within a resonant cavity is directly proportional to the accel-

erating gradient, the critical magnetic flux places a limit on the maximum gradient.

The proportionality constant between the two, Bpeak/Eacc, is a function of the cavity

geometry. The geometry of the Low-Loss Cavity design for the ILC puts the ultimate

accelerating gradient at 50 MV/m [15]. To overcome the gradient limitation posed by

quench, CLIC structures are instead made of copper and operated at room temper-

ature. In contrast with superconducting structures, one of the main limitations on

the achievable gradient in normal-conducting structures is the phenomenon of vacuum

breakdown. A significant amount of research and development effort has been spent

on overcoming this limitation to maximise the achievable gradient, both in the context

of CLIC and other particle accelerators around the world.

Breakdowns are undesirable as they can not only damage the accelerating structures,

but also apply an undesired transverse kick to the particle beam, which results in the

beams not colliding at the interaction point, and thus a loss of luminosity. The speci-

fications for CLIC limit the allowable breakdown rate (BDR) to 3× 10−7 breakdowns

per pulse per meter of length, in order to keep loss of luminosity below 1% [16].
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1.4 The High-Gradient X-Band Test Stands at CERN

Figure 1.5: The bunker housing XBox 2 and XBox 3 [17].

Prototype CLIC accelerating structures are tested under high power without beam at

the High Gradient X-Band Test Facility at CERN, which consists of the test stands

XBox 1, 2 and 3. XBox 2 and 3 are depicted in Fig. 1.5. One of the goals of these

tests is to characterise the breakdown performance of the prototypes in order to guide

the design process for future structures.

In these test stands, RF pulses with a power of up to 55 MW and a duration of up to

200 ns are generated using a network of high-power klystrons and pulse compressors

[18]. XBox 1 and 2 can operate at a repetition rate of up to 50 Hz, while XBox 3 can

deliver up to 200 Hz per structure under test. The structures under test, along with

the waveguide networks, are operated under ultra-high vacuum (UHV) conditions,

with the pressure being kept below 10−8 mbar during RF pulsing. The test stands are

equipped with diagnostics including a number of directional couplers at various points

of the high-power waveguide network, Faraday cups along the beam axis at each end

of every structure under test, a radiation monitor, and optical fibres which serve to

detect charged particles via Cherenkov radiation.
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An integral aspect of the operation of the XBoxes and the prototype structures is

a process known as ‘conditioning’. It has been found that a freshly manufactured

accelerating structure undergoes breakdown at relatively low gradients far below the

design value. In order to reach nominal operating conditions, the structures tested at

the XBoxes undergo a several-month-long conditioning process in which they gradually

become more resilient to breakdowns after repeated exposures to high fields [19]. Over

this period, the electric field and pulse length are gradually increased up to the nominal

parameters. The process of conditioning is not yet fully understood, though it is

believed that important roles are played by the removal of surface contaminants, and

especially by work hardening of the copper surface driven by the mechanical stress

associated with the large pulsed electric field, as will be described in Sec. 3.

Figure 1.6: The conditioning history of the T24PSI2 structure when it was tested in
XBox 2. Blue plot: unloaded accelerating gradient in MV/m vs. cumulative number of
RF pulses applied. Red plot: logarithm of the breakdown rate vs. cumulative number
of RF pulses applied

The amount of RF power sent to a structure under test on each pulse is controlled

by a conditioning algorithm which monitors the current BDR [20], and attempts to

keep it at roughly 1 × 10−5 breakdowns per pulse. Fig. 1.6 shows the conditioning

history of a structure tested in XBox 2; between the 0 and 180 million pulse marks,

the RF power, and thus the accelerating gradient, were gradually increased by the

conditioning algorithm. The RF pulse length was also manually increased from 50 ns
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to 200 ns in steps of 50 ns. The breakdown rate in this period stayed below 1 × 10−4

breakdowns per pulse, showing an improvement in breakdown performance. After the

180 million pulse mark, the structure was deemed fully conditioned, as the maximum

gradient for a given breakdown rate stopped increasing with additional conditioning.

After this, a series of breakdown rate measurements were performed under different

conditions. This corresponds to a drop in the BDR below 1 × 10−5 breakdowns per

pulse, demonstrating stable performance at high accelerating gradients.

Figure 1.7: Local accelerating gradient for a prototype CLIC structure in MV/m vs.
longitudinal position in m. Top blue line: with no beam loading, at an input power of
43.3 MW. Bottom blue line: with no beam loading, at an input power of 24.6 MW. Red:
with loading by 1.6 A of beam current and 43.3 MW input power. Green: anti-loaded
(i.e. with the RF phase chosen such that the beam is decelerated by the structure)
with 1.6 A of beam current and 6.5 MW input power [21].

The nominal design for CLIC accelerating structures specifies very strong beam loading

to maximise the RF-to-beam power efficiency. This means that a significant proportion

of the RF power incident on each accelerating structure is absorbed by the beam, rather

than being absorbed by the RF loads connected to the structure outputs. As CLIC

structures are travelling-wave structures, the RF power from the input ports of the

structure must flow through each cell in turn to reach the output. As it does so, some

of the power is lost in each cell due to the resistance in the copper walls of the structure.

If a beam is present, additional power is transferred from the RF wave to the beam in

each cell. This means that there is a significant difference in the power flowing through
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each cell between the loaded and unloaded cases, and this has an influence on the

gradient profile. Fig. 1.7 compares gradient profiles of a prototype CLIC accelerating

structure under various beam loading conditions. Because the gradient profile of a

travelling-wave structure also changes under beam loading, it is not sufficient to simply

increase the input power to compensate for the power transferred to the beam. This

means that the breakdown performance of a structure under testing without beam will

not be exactly the same as that with beam loading, both in terms of overall breakdown

rate and the spatial distribution of breakdowns [21].

1.5 DC Spark Systems

Figure 1.8: The Large Electrode System (LES) at CERN. Left: Photograph of the
vacuum chamber. Right: Computer model showing the copper electrodes inside the
chamber.

The DC spark systems at CERN are a complementary experiment designed to study

vacuum breakdowns in a less complex environment than the XBoxes. The systems

currently in operation at CERN are known as the Large Electrode Systems (LES) 2

and 3 [22], shown in Fig. 1.8. In these systems, vacuum breakdowns on the surface of

copper electrodes are studied. The electrodes are manufactured using the same material

with the same mechanical tolerances and subject to the same thermal cycles as CLIC

accelerating structures to ensure the applicability of the results to the design of CLIC

structures. Instead of RF pulses, the electrodes are subject to a pulsed DC voltage
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which creates electric fields of up to 100 MV/m in the gap between the electrodes. The

electrodes can have a circular area of up to 60 mm in diameter exposed to high electric

fields, and the gap can be varied between 20 and 100 µm by using different ceramic

spacers between the electrodes.

The electrodes in the LES exhibit similar conditioning behaviour to CLIC accelerating

structures, needing a number of high-voltage pulses to be applied before a high electric

field can be reached at a low breakdown rate. One advantage of the LES over the

XBoxes is the much higher maximum pulse rate. Thanks to the use of a semiconductor-

based pulse generator which can operate at up to 6 kHz [23], the conditioning time can

be reduced from months, typical in the XBoxes, to days.

1.6 Vacuum Breakdowns

It has been established that vacuum breakdowns are a significant limiting factor of

the maximum accelerating gradient of normal-conducting structures. Their study is

of relevance to the design of high-gradient accelerators, as well as other applications

including fusion power, ion thrusters, and electrical vacuum interruptors.

Figure 1.9: A breakdown crater on an electrode tested in the LES [24].

Apart from the loss in luminosity that occurs when the beam is present, another unde-

sirable result of breakdowns in an accelerating structure is damage to the structure’s

surface. Fig. 1.9 shows an example of a crater left behind by a breakdown. This is

caused by local melting of the copper surface by the very high temperature plasma [25].
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The plasma, being conductive, also reflects any RF power incident on the structure

back to the source. Excessive reflected power may cause damage to certain high-power

RF components and power sources as well. In the XBox test stands, the timing of the

reflected signal relative to the drop in power transmitted to the outputs of the structure

is used to determine the approximate location of the breakdown along the beam axis.

Fig. 1.10 shows the stages of a vacuum breakdown. Field emission is believed to

play an important role in initiating a breakdown (see Fig. 1.10, box a). This is the

emission of electrons into the vacuum via tunnelling when the copper surface is subject

to very large electric fields. Though the emission sites are on the order of nanometers

in size, the current density can be very high, and cause significant Ohmic heating

of the emission site. This heating can cause the emission of neutral copper atoms

into the vacuum as well. The neutral copper gas just above the emitter can become

ionised by collisions with the field-emitted electrons, which rapidly gain energy due to

the high electric field (see Fig. 1.10, box b). The positive copper ions then become

accelerated back towards the surface by the electric field, and bombard the emission

site causing it to heat up and begin melting (see Fig. 1.10, box c). This causes the

rapid emission of more neutral atoms which also become ionised, as well as a significant

increase in the rate of emission of electrons due to thermionic emission. This creates

a rapidly growing plasma sheath above the emission site, while further bombardment

of the surface with ions and clusters of neutral atoms expands the area of the surface

affected. The breakdown then stabilises into a quasi-neutral column of plasma with a

thin plasma sheath across which the full potential of the plasma is held, bordering the

copper surface. Recombination of ions and electrons is responsible for the visible glow

of the breakdown plasma (see Fig. 1.10, box d). The plasma will continue burning until

the power source is switched off, after which it will cool down and the electrons and

ions recombine into neutral atoms, which then settle on the surroundings (see Fig. 1.10,

box e). The crater is left behind, often with sharp features on its edges which enhance

the surface field on their tips, leading a large field emitted current, and a relatively
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Figure 1.10: The stages of a vacuum breakdown [26]. For a description of panels a) -
f), see text.
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high probability of a breakdown occurring at that location again (see Fig. 1.10, box f)

[27].

Breakdowns in CLIC accelerating structures and the LES occur randomly, with no

known indicator of an imminent breakdown. Experiments have shown [28] that, for

a certain state of conditioning, the mean breakdown rate BDR of a sample varies

approximately as:

BDR ∝ E30τ 5, (1.3)

Figure 1.11: Probability density of the interval between two consecutive breakdowns
being a certain number of pulses vs. number of pulses between consecutive breakdowns.
Blue points: experimental data. Red lines: double-exponential fit [29].

where E is the surface electric field and τ is the pulse length. The proportionality

constant depends, among other factors, on the conditioning of the structure and its

geometry. Fig. 1.11 shows the probability density function (PDFs) of the number of

pulses between successive breakdowns in an experiment conducted with the LES. Two

exponential PDFs, which appear as straight lines on semi-logarithmic axes, have been

fitted to the data. An exponential distribution of time intervals implies a Poisson point

process, i.e. one in which events occur continuously and independently at a constant

average rate. The fact that there are two distributions implies that the breakdown

rate is enhanced for a certain period after a breakdown before returning to the ‘normal’
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breakdown rate. This results in the tendency for breakdowns to be grouped temporally

in clusters. Such behaviour is consistent with the description presented earlier and

illustrated in Fig. 1.10, where it was stated that the sharp edges of breakdown craters

increase the probability of a breakdown. The breakdown rate does eventually drop

back to the value it had just before the beginning of the cluster, showing the effect of

conditioning.

This behaviour is also shown in Fig. 1.12, which shows the change in longitudinal

position between consecutive breakdowns in a CLIC structure. The double-exponential

PDF can be seen as before, and the top plot shows that a breakdown that follows

another closely in time tends to also occur nearby spatially.

1.7 Electron Field Emission

Field emission occurs when the surface of a conductor is subjected to high electric

fields, which allow electrons within the metal to escape into the vacuum via quan-

tum tunnelling. This current, known as dark current in the context of accelerating

structures, becomes significant at macroscopic surface fields of several hundred MV/m.

Dark current can be measured in both CLIC accelerating structures and the LES. Al-

though field emission is thought to be the mechanism responsible for the onset of a

breakdown, dark current can be measured on every pulse at high enough field levels.

This suggests that there is a large population of stable field emitters at all times that do

not undergo thermal runaway. The time-averaged emitted current ĪF for a sinusoidally

varying electric field is given by [30]:

ĪF =
5.7× 10−12 × 104.52φ−0.5

Ac(βE0)
2.5

φ1.75
exp (−6.53× 109 × φ1.5

βE0

), (1.4)

where E0 is the macroscopic surface electric field, φ is the material workfunction, and

Ac is the emitting area. Typically, the current behaves as if the local surface field

is a factor β higher than the macroscopic field, which is included in (1.4). A typical
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Figure 1.12: Top: the change in longitudinal position between consecutive breakdowns,
in units of signal propagation time, vs. number of pulses between the breakdowns. Grey
points represent individual breakdowns. Dashed, dotted, and dash-dot lines show, re-
spectively, the intervals containing the middle 25%, 50%, and 75% of the data. Bottom:
probability density vs. number of pulses between consecutive breakdowns. The red
lines represent a double-exponential fit to the data, showing the two individual expo-
nential distributions and their sum. The black circle marks the value of number of
pulses between breakdowns for which there is, according to the double-exponential fit,
a 95% probability that a breakdown is a primary breakdown rather than a follow-up
of the preceding one (i.e. the point at which the exponential distribution representing
secondary breakdowns has 5% of the value of the sum). This value of number of pulses
between breakdowns is marked as a vertical red line in the top plot [29].
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value for β measured in CLIC structures is around 30. This effect can be caused by

local geometric field enhancement, or by a local lowering of the workfunction due to

impurities or atomic-scale features [31]. The β factor can be determined experimentally

using:

d(log10 IF/E
2.5)

d(1/E)
= −2.84× 109φ1.5

β
(1.5)

It should be noted that a linear scaling of the measured current does not affect the

measured β. In RF accelerating structures, it is expected that the vast majority of

the field-emitted current is emitted from the tips of the irises, where the local electric

fields are the highest.

1.8 Thesis Outline

As detailed earlier in this chapter, vacuum breakdown is a complex process, involving

many scales and phenomena, which is difficult to study. It is nevertheless worthwhile

to do so due to its important role in the overall performance of devices incorporating

a high electric field, in this case accelerating structures. This thesis focuses on two

different stages of the evolution of a breakdown, both of which play roles in the overall

breakdown rate of the device in question.

The stage considered in Ch. 2 is the onset stage in which thermal runaway of an

emission site has begun, and rapid expansion of the breakdown plasma is under way.

The breakdown consumes the most power in this stage. The coupling of RF power to

the breakdown to feed this expansion depends on the exact geometry of the structure,

and it is proposed that this is the mechanism that determines the ultimate field that

a device can be operated at. A physical model for this coupling is presented, and both

analytical and numerical calculation results are shown and compared with experimental

data from high-power tests of different structures, showing good consistency in a diverse

range of conditions.
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Ch. 3, on the other hand, focuses on the nucleation stage. This is the stage before

thermal runaway, and involves the formation of field emitters which could in turn

evolve into a full breakdown. The statistics of the formation of these field emitters

drives the statistics of breakdowns. Thus, any dependence of nucleation events on

factors such as material properties or temperature will have a corresponding impact

on the breakdown rate, making it a process worth understanding well. The work

detailed in this chapter constitutes the first direct measurement of the dislocation

dynamics behind this nucleation process. This was done by precisely measuring small

fluctuations in the field-emitted current from RF structures and the DC spark system.

The measurement results were compared with previous theoretical work, showing good

consistency with predictions.



Chapter 2

Breakdown Criterion

2.1 Motivation

The accelerating gradient is a key performance parameter of RF accelerating struc-

tures [32]. High gradient allows compact high-energy linear accelerators to be built,

which are of interest to the particle collider community, research accelerators such

as X-ray Free-Electron Lasers (XFELs) [33] and inverse-Compton-scattering sources

[34], as well as for medical and industrial applications. Vacuum breakdown is usually

the phenomenon that limits the achievable gradient in state-of-the-art machines. In

operational machines, a maximum practical gradient is usually specified below which

breakdowns, which behave stochastically, are not expected to occur at a significant

rate. The gradient limit is thus defined by the gradient at which the breakdown rate is

acceptably low from the perspective of machine operation, rather than a well-defined

boundary.

The maximum achievable gradient can depend on the operating frequency, material, de-

sign geometry, manufacturing process, and conditioning state. The choice of frequency

and geometry is part of the design process, and a way of quantifying the maximum

gradient for a given geometry is important for optimising the design. There are usu-

ally design goals other than gradient: power efficiency is a very important one, and

29
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wakefield damping is relevant for CLIC [12] but this is not the case for every machine.

Several quantities have been proposed and used as measures for breakdown limits over

the years, a few of which are detailed in the following sections.

2.1.1 Kilpatrick’s Criterion / Peak Electric Field

Kilpatrick defined [35] a breakdown criterion for RF cavities which is a function of the

surface electric field and the maximum energy with which a free charged particle could

strike the cavity wall. A simplified form of this criterion [36] is frequently used, in

which the particle energy term was eliminated by making it a function of the electric

field and frequency. Specifically, the particle energy value used is the energy gained by

a hydrogen ion with zero initial velocity over a half RF cycle whose amplitude is equal

to the peak surface electric field of the cavity. This simplified form is:

f = 1.64 MHz · (E [MV/m])2 exp

(
−8.5

E [MV/m]

)
, (2.1)

where f is the RF frequency and E is the peak surface electric field. This relation is

plotted in Fig. 2.1. At higher frequencies, there is less time available for a particle to

be accelerated before the direction of the field changes, limiting the maximum particle

energy for a given field. Thus, it predicts that higher-frequency structures should be

able to attain higher peak surface fields, varying roughly as the square root of frequency.

Kilpatrick’s criterion is based on data obtained in an era before clean vacuum systems

were common, resulting in very conservative values by modern standards [32]. It can be

seen in Fig. 2.1 that both the nominal and experimentally measured CLIC prototypes

have greatly exceeded the predicted maximum surface-field value.

Studies of structures that have undergone high-power testing often show clustering of

breakdown craters around local maxima of surface electric field [38]–[40], suggesting

that it does indeed play a significant role, though the scaling may not necessarily be

correct. Furthermore, field emission, which mainly occurs in locations of high electric

field, has a well-understood role in the breakdown process. However, as can be de-
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Figure 2.1: Peak surface electric field in MV/m vs. RF frequency in GHz. Blue curve:
maximum surface electric field allowed by the formulation of Kilpatrick’s criterion in
(2.1). Red cross: peak electric field in a CLIC T24 structure as designed. Yellow cross:
peak electric field in the best-performing T24 structure tested. Purple cross: peak
electric field in a 30 GHz single-cell test [37].

duced from the large disparity in maximum surface field reached in different designs

of accelerating structures, the surface electric field and frequency cannot be the only

factors determining the breakdown limit.

2.1.2 P/C

One alternative to Kilpatrick’s criterion is the quantity P/C, which was developed

in the framework of the CLIC study based on test results from several structures

developed and tested for linear colliders [41]. At the maximum achievable gradient,

the peak value of the ratio of the incident RF power P to the circumference of the cell

iris C was found to have a greater consistency between different designs than the peak

surface electric field, see Fig. 2.2. In this figure, the square root of P/C was plotted

for a more valid comparison with the surface electric field, since the surface field in a

given structure is directly proportional to the square root of the incident power. For

comparisons of structures of different operating frequencies, a frequency term f was

also included in the quantity to take into account the tendency of higher frequency

structures to reach higher gradients.



32 CHAPTER 2. BREAKDOWN CRITERION

N Name f (GHz) ∆φ (◦) vg/c (%) L (m)
1 DDS1 [42] 11.424 120 11.7-3.0 1.8
2 T53vg5R [42] 11.424 120 5.0-3.3 0.53
3 T53vg5MC [42] 11.424 120 3.3-1.6 0.53
4 H90vg3 [42] 11.424 150 3.1-1.9 0.9
5 H60vg3 [42] 11.424 150 3.0-1.2 0.6
6 H60vg3S18 [42], [43] 11.424 150 3.3-1.2 0.6
7 H60vg3S17 [42], [43] 11.424 150 3.6-1.0 0.6
8 H75vg4S18 11.424 150 4.0-1.0 0.75
9 H60vg4S17 [42], [43] 11.424 150 4.5-1.0 0.6
10 HDX11 [44] 11.424 60 5.1 0.05
11 CLIC X-band [45] 11.424 120 1.1 0.23
12 T18vg2.6 [46] 11.424 120 2.6-1.0 0.18
13 SW20a3.75 [43] 11.424 180 0 0.2
14 SW1a5.65t4.6 [47] 11.424 180 0 0.013
15 SW1a3.75t2.6 [47] 11.424 180 0 0.013
16 SW1a3.75t1.66 [47] 11.424 180 0 0.013
17 2π/3 [48] 29.985 120 4.7 0.1
18 π/2 [49] 29.985 90 7.4 0.1
19 HDS60 [50] 29.985 60 8.0-5.1 0.1
20 HDS60-Back [50] 29.985 60 5.1-8.0 0.1
21 PETS9mm [51] 29.985 120 39.8 0.4

Table 2.1: Structure parameters used for comparisons of breakdown quantities. From
left to right: structure number used for identification in Fig. 2.2, name and reference,
frequency f , RF phase advance per cell ∆φ, group velocity normalised to the speed of
light vg/c, and structure length L [42].

P/C is very easy to calculate but not very useful for designing the geometry as it is

not a local quantity. This means that it has one value for a given cell of a structure,

rather than a value for each point on the surface. Thus, it can at best specify which

iris the most breakdowns are expected to occur at. It also does not provide guidance

as to how to optimise the geometry beyond varying the iris circumference. Another

disadvantage of P/C is that it does not apply to standing-wave structures since the

power flow is very small in such structures, serving only to replenish energy lost due

to wall resistance or to the beam.

It is interesting to note that in travelling-wave structures, the power flow and group

velocity are closely related [32]:

P =
vga

ω

Q

R
E2
acc, (2.2)
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(a) Surface electric field. (b)
√
f × P

C

(c)
√
Sc

Figure 2.2: Maximum values of various quantities reached experimentally vs. structure
geometry. Details of each structure are given in Table 2.1. Top left: surface electric

field. Top right:
√
f × P

C
. Bottom:

√
Sc. Black markers represent X-band travelling-

wave structures, red markers represent X-band standing-wave structures, and blue

markers represent 30 GHz travelling-wave structures. Since
√
f × P

C
does not apply

to standing-wave structures, they are assigned zero values in the top-right plot. The
results have been normalised to a pulse length of 200 ns and a breakdown rate of 10−6

breakdowns per pulse [42].
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Figure 2.3: Maximum achievable surface electric field with 250 ns long RF pulses and an
acceptable breakdown rate of about 5× 10−7 breakdowns per pulse vs. group velocity
[52].

where P is the incident RF power, vg is the group velocity, Eacc is the accelerating

gradient, Q is the quality factor, R is the shunt impedance in Ω, and a is the cell

length. This, together with the idea of the breakdown limit being defined by power

flow, implies a dependence of gradient on group velocity, with higher group velocities

giving lower surface and accelerating fields. This has been noted by others in the

context of linear accelerators [53] [52]. An example is shown in Fig. 2.3.

2.1.3 Modified Poynting Vector

The Modified Poynting Vector Sc [42] is an extension of the P/C quantity that preserves

the emphasis on power flow, rather than surface electric field, as the quantity limiting

the maximum achievable gradient. In contrast to P/C, it is a local quantity with a

unique value at every location within the structure, which makes it more useful in the

design process. It is defined as:

Sc = <(S) +
1

6
=(S), (2.3)

where S = E×H is the Poynting vector. Both S and Sc have units of power density.

The real part corresponds to sustained power flowing in and out of the cavity, while

the imaginary part corresponds to reactive power flow, i.e. energy stored in the cavity

circulating between the high electric field region near the iris and the high magnetic
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field region near the cavity wall every RF cycle. As the power flow in standing-wave

cavities has a very small real part and large imaginary part, the 1
6
=(S) term in the

definition of Sc prevents it from predicting unrealistically large gradients for standing-

wave structures and travelling-wave structures with very low group velocities, as was the

case with P/C. Physically, Sc represents the RF power density available for heating

field-emission sites to allow them to evolve into full breakdowns. A peak value of

5 MW/mm2 has been recommended as a maximum allowable value in accelerating

structure design [42]. Very well performing structures have managed to slightly exceed

this value [18] [54] [55].

Sc works well as a breakdown criterion for travelling-wave structures operating in the

TM010 mode [42], encompassing all the CLIC accelerating structure prototypes that

have been tested, and gives consistent values for the maximum gradients of 12 GHz

and 30 GHz CLIC prototypes without an explicit frequency-dependence term, further

strengthening the idea that power flow is a fundamental limit for breakdown.

An inconsistency with Sc was found when it was applied to the prototype CLIC Crab

Cavity [56] tested in X-Box 2, as the breakdown crater locations identified in post-

mortem analysis were much more consistent with the spatial distribution of electric

field in each cell, rather than the distribution of Sc, as shown in Fig. 2.4 [38]. The

fact that this prototype was a deflecting structure operating in the TM110 mode made

the E and Sc distributions easy to distinguish. In contrast, in accelerating structures

operating in the TM010 mode, the locations of peak E and Sc coincide, and tests of

such structures cannot provide this information.

Despite the incorrect breakdown locations, the breakdown-limited maximum field pre-

dicted by Sc appears to be consistent with other accelerating structures [57]. The Crab

Cavity was tested up to an input power of 52 MW with a 120 ns pulse length for a

short period with a breakdown rate of 10−4 breakdowns per pulse [18], corresponding

to a peak Sc value of 6.66 MW/mm2. For comparison, the peak Sc value reached in

the T24PSIN1 structure was 5.13 MW/mm2 at an input power of 55 MW with a 200 ns
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Figure 2.4: Breakdown locations, represented by black dots, vs. position transverse
to the beam in the second cell of the CLIC Crab Cavity, obtained from post-mortem
analysis [38]. Due the the close proximity of the input waveguide coupled to the
first cell, there is a left-right asymmetry present in the field pattern and breakdown
locations. Top: overlaid with surface electric field vs. position transverse to the beam.
Bottom: Overlaid with Sc vs. transverse position.
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pulse length and a breakdown rate of 7.5× 10−5 breakdowns per pulse [58]. Thus, the

peak Sc achieved in the two structures is reasonably consistent, taking into account

the short, run limiting the accuracy of measuring the breakdown rate of the Crab Cav-

ity. However, the disagreement between the distribution of the Sc and the breakdown

locations is an indication that the phenomenon is not yet fully understood.

2.1.4 An Improved Quantity

Sections 2.1.2 and 2.1.3 show that there is much evidence pointing to power flow playing

an important role in defining the breakdown threshold. However, the inconsistency in

the Crab Cavity result shows that in reality, the contributions of the electric and

magnetic fields are not interchangeable in the way they are in (2.3). An improved

quantity should reflect this. It should also work for both standing-wave and travelling-

wave structures at all frequencies.

Furthermore, all the quantities related to power flow that have been discussed so far

are not consistent with DC experiments as they predict that breakdowns should never

occur at zero frequency since there is no flow of power in this case. On the other hand,

Kilpatrick’s criterion predicts breakdowns should occur at zero electric field in DC

experiments. The Large Electrode System (LES) routinely achieves peak DC surface

electric fields in excess of 80 MV/m [59]. It would be desirable for an improved quantity

to be able to resolve this discrepancy.

2.2 Proposed Model

As an attempt to meet the requirements set out in Sec. 2.1.4, a new quantity is

proposed that considers the surface electric field when loaded by the initial stages

of the breakdown. The breakdown-loaded electric field is a function of the unloaded

electric field, which should help make it more consistent with the post-mortem results

of the CLIC Crab Cavity, yet still depends on the supply of power to the breakdown

site, which has been established to be an important factor in defining the breakdown
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limit. It should be noted that the breakdown-loaded field distribution is not in general

the same as the beam-loaded field distribution, as a breakdown typically only involves

one cell.

It is thought that for a breakdown to fully develop after nucleation, emission of charged

particles from the breakdown site needs to be sustained for a critical period of time.

This is supported by atomic-level simulations [60], [61] of the initial stages of vacuum

breakdowns, which show that the large density of emitted current causes a runaway

process as the emitter temperature increases due to Joule heating and the Nottingham

effect [62], causing a further increase in emitted current. The simulations show that

about 200 ps of heating is needed for the runway process to begin. The emitted particles

are expected to be mostly electrons due to the short timescales of the initial stages of

breakdown [63]. Copper ions and neutral atoms are also emitted and play a crucial

role in the later stages of breakdown (see Sec. 1.6), but they are not accelerated over

large distances by RF fields, meaning that they do not play a significant role in power

absorption. The emitted electrons are accelerated by the electric field, absorbing energy

from the field. Before the emitter heats up enough for thermionic emission to take over

from field emission as the main electron emission mechanism, a large influx of power (up

to tens of megawatts) is required to keep the electric field strong enough to sustain the

emission of electrons [64]. Only the electric field is directly relevant here as a magnetic

field cannot change the energy of a particle, and thus does not cause any power to flow

from the field to the electrons, as the magnetic force is always perpendicular to the

velocity. This can be deduced from the equation for the Lorentz force [32]:

F = q(E + v ×B), (2.4)

where q is the particle’s charge, and v is the particle’s velocity. The proposed model

includes the assumption that a larger surface electric field results in more emitted

current and that a larger current produces a larger opposing electric field, causing the

net surface field to drop. These opposing effects eventually result in a quasi-equilibrium
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state. It is proposed that the surface electric field at this equilibrium point is the

quantity that determines the breakdown rate in a high-electric-field RF device. This

equilibrium value of electric field is intended to be used in a manner analogous to Sc

for predicting breakdown rates and the design of high-field devices such as accelerating

structures.

The calculation of the loading of the electric field during the onset of a breakdown

is performed by simulating the complete structure geometry with a small monopole

antenna placed at the location of the hypothetical breakdown site. The antenna repre-

sents the stream of charged particles emitted from the developing breakdown site. This

is a very simplified model of the situation in a real breakdown, in which the particles

continue absorbing energy from the field as they travel through the resonant cell along

complicated trajectories that require a Particle-in-Cell (PIC) simulation to accurately

calculate [63]. However, this simplified model still provides valuable insight which is

discussed below.

The coupling between the antenna and the RF input source can be obtained from this

simulation, giving an impedance value which relates the voltage across the antenna to

the current flowing through it. The calculation is performed at the design frequency of

the structure, i.e. a sinusoidal current oscillating at this frequency is assumed to flow

through the antenna. The voltage across the antenna is equal to the integral of the

electric field along the antenna:

Zbd =
V

I
=

∫
antenna

Endl

I
, (2.5)

where Zbd is the aforementioned impedance value, V is the voltage across the antenna,

I is the current flowing in the antenna, and En is the component of the electric field

normal to the metal surface and along the antenna. For an antenna length lant much

smaller than the RF wavelength, the electric field can be assumed to be almost constant

along the length of the antenna and the integral can be reduced to a product of the

electric field and the antenna length:
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Zbd ≈
Enlant
I

(2.6)

Only the real part of the resulting impedance Zbd will be used in the following steps

since only this corresponds to power delivered to the particles, whereas the imaginary

part corresponds to power delivered but then removed in the same cycle resulting in no

net power flow. The real part will be referred to from now on as breakdown resistance

Rbd. By linear superposition of the fields set up by the incident power at the input port

and those set up by the current in the antenna, the local electric field at the breakdown

site as a function of emitted current can be determined. Since Maxwell’s equations are

linear, this will always result in a linear function requiring two parameters to fully

describe the local surface electric field as a function of breakdown loading:

Esurf = E0 −RbdI, (2.7)

Figure 2.5: Current emitted (red) by, voltage across (blue), and power absorbed (yel-
low) by an idealised breakdown vs. time.

where Esurf is the beam-loaded surface electric field and E0 is the unloaded electric

field set up by the driver. The other component of the model is an emission function

that gives the current emitted by the developing breakdown for a given local electric
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field. This function should model the emitter during the breakdown onset stage, during

which the power flow is the greatest.

An illustration of the time evolution of the current and voltages in an idealised break-

down is shown in Fig. 2.5, which graphically explains why this stage is the most relevant

for a limiting quantity concerned with power flow. Three stages can be identified: an

initial stage of low current emission at high electric fields, by a mechanism such as field

emission; the onset of the breakdown in which the thermal runaway process begins in

earnest, leading to a large increase in emitted current and collapse of the electric field;

and a stage in which the plasma has fully developed, resulting in very large currents

at low voltage [65]. The power absorbed by the breakdown, being the product of the

current and voltage, is greatest during the onset phase.

Based on this argument, the emission function cannot be the Fowler-Nordheim equation

[30] (which gives the density of the field-emitted current from a surface as a function of

the applied electric field) since it is expected that processes other than field emission

begin to dominate the current flow at the time of breakdown onset. In this work, it

was assumed that the emission function should be the same for all structures made of

the same material, since it is probably governed by the type of emitter that is likely to

form on the surface. The current must be a monotonically increasing function of the

surface electric field to produce the expected behaviour of higher E0 always resulting

in a higher breakdown rate. The functional form and parameters have been manually

adjusted to give the best consistency with experimental results, but remain the same

for all calculations. Since there is no direct way of measuring this function with the

experimental setups available, other than matching predicted breakdown locations and

field levels with experimental results, it may not be unique. It is likely that the emis-

sion function changes with conditioning, since both properties of the material and the

achievable gradient at a given breakdown rate are known to change with conditioning.

It may even vary slightly with location within a given structure, since breakdowns do

not generally all occur at a single point, but have some spread in location. The func-
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tion discussed here represents an ultimate limit for well-conditioned structures. Using

a power law has given good results:

I = kEn
surf , (2.8)

where I is the current emitted by the breakdown site, and k and n are fitting parame-

ters. The use of such a function, as opposed to say a field emission-like characteristic,

is justified if the emitted current is limited by space charge. This is the case for very

large current densities typical of breakdowns [66]. The Child-Langmuir law [67], given

in (2.9), which describes the current density J in a uniform vacuum diode of length

d, is equivalent to (2.8) if n = 3/2 and d is fixed. An example emission function with

n = 3/2 is plotted in Fig. 2.6.

J ∝ V 3/2

d2
(2.9)

Figure 2.6: Surface electric field in MV/m vs. current emitted by a breakdown as given
by (2.8).

The intersection of the loading and emission functions defines the equilibrium values of

surface electric field and emitted current that this system will settle at, denoted E∗ and

I∗ respectively. This is effectively a solution of the simultaneous equations (2.7) and
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(2.8), i.e. I∗ = k(E∗−RbdI
∗)n. The unloaded electric field is proportional to the square

root of the incident power, which means that the loaded electric field also depends on

the incident power. The maximum power at which the structure can be safely operated

is thus the value at which the peak E∗ in the structure just reaches some threshold

value. Some examples are shown in Fig. 2.7, referred to as a breakdown loading plot.

The blue line represents a breakdown site with an E0 of 200 MV/m and an arbitrary

value of Rbd = R0. The red line represents a breakdown site with the same E0 but a

smaller Rbd, resulting in a larger E∗. The yellow line represents a breakdown site with

the same Rbd as the first case, but with a reduced E0 of 150 MV/m. This results is a

lower E∗. This shows how in general, with all other variables kept constant, either a

larger E0 or a lower Rbd will result in a higher breakdown rate. The threshold value

of E∗ should be independent of the device being analysed, and a significant portion of

this chapter will be devoted to verifying this by various methods.

Figure 2.7: Calculation of E∗ on a plot of surface electric field in MV/m vs. current
emitted by a breakdown. Black curve: emission function as given by (2.8). Solid
blue line: a breakdown site with an unloaded field of 200 MV/m and a breakdown
resistance R0. Solid red line: a breakdown site with an unloaded field of 200 MV/m
and a breakdown resistance R0/2. Solid yellow line: a breakdown site with an unloaded
field of 150 MV/m and a breakdown resistance R0. Dashed lines: the resulting E∗ for
the three cases.
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The calculation must be repeated for every potential breakdown site under considera-

tion, and the location which yields the greatest value of E∗ is likely to be the site of

the greatest concentration of breakdowns.

2.2.1 Analytical Calculation of Rbd

A key part of calculating E∗ for a given geometry is calculating the value of Rbd for each

potential breakdown location. The unloaded surface field E0 with a given RF power

input to a given geometry can be easily calculated using a number of readily available

finite-element simulation tools, and is routinely done during the design process of many

high-field devices. Rbd, on the other hand, is not a universally known quantity in the

field, and calculating it is not as straightforward. One way to do this is via an analytical

circuit model.

Circuit models are frequently used to model accelerating cavities as they are much

simpler than a finite-element simulation of the physical geometry [32]. Using a circuit

model to describe breakdown impedance allows the dependence of Rbd on the properties

of the cells to be shown explicitly without having to resort to a pseudo-experimental

approach with numerical calculations. The results are also general and apply to all

possible geometries within the limits of the model’s validity. A similar style of model

is used here, though with the intention of calculating the coupling of power to a break-

down in a structure. Here, the breakdown is modelled as an extra port in addition

to the usual input and output ports, with a nonlinear impedance connected to it that

obeys the emission function discussed in Sec. 2.2. The circuit models discussed be-

low only consider one of the resonant modes of each cell, but real cavities have many

modes which may get excited by a physically small breakdown event. However, since

it is common practice to only excite one mode of an RF structure and ensure that

the remaining modes are adequately damped, it is believed that considering only the

driven mode should be sufficient to model the broad characteristics of the structure in

question.
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Single-Frequency Model

An analytical model valid only at the resonant frequency of an accelerating structure

will be considered first for simplicity. Rbd calculated in this way is sufficient for cal-

culating a steady-state value of E∗. The start of a breakdown is a transient process

involving the depletion of stored energy from the cell, which is not modelled here. The

use of this model leads to some discrepancies from experimental observations, detailed

in Sec. 2.3.1. A more complex model that is valid over a range of frequencies, important

for modelling transient behaviour relevant to structures with very low group velocities,

will be discussed afterwards.

Figure 2.8: Equivalent circuit of a single cell in a travelling-wave configuration.

The simplest possible travelling-wave structure will be considered here, consisting of

one cell coupled to a power source and an impedance-matched load. A schematic of

the circuit model of such a structure is shown in Fig. 2.8. The cell is represented

by a parallel inductor-capacitor-resistor (LCR) circuit, and the couplings to the power

source and load are represented by ideal transformers of ratio Ncell. Both the power

source (represented by the voltage source) and the load are matched to a characteristic

impedance of Z0. A third coupling to the cell is included in this circuit, represented by

transformer of voltage ratio Nbd, representing the breakdown. The breakdown current

and voltage across the antenna are represented by Ibd and Vbd respectively. If Ibd is

forced to be zero for all values of Vbd, no power flows to the breakdown and the cell

behaves as it would in a test without loading from a particle beam or breakdown. Rbd

in this model is the equivalent source resistance as measured from the breakdown port.

The component values are scaled such that the voltage across the LCR circuit is the
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accelerating voltage Vacc of the cell. The power P flowing through the cell, assuming

zero breakdown current, can be expressed in terms of circuit parameters as:

P =
V 2
in

4Z0

(2.10)

Figure 2.9: Simplified equivalent circuit of a single cell in a travelling-wave configuration
at the resonant frequency.

The circuit model can be simplified further by assuming that the cell is strongly over-

coupled, meaning that the power lost through the output coupling to the load is much

larger than the resistive power losses in the cell. This is often the case with travelling-

wave structures [32]. This means that the power loss in the resistance is negligible and

one can assume that R = ∞ and thus remove the resistor from the circuit entirely.

The drive frequency will also be assumed to be equal to the resonant frequency of the

cell, fr = 1/2π
√
LC [68]. At this frequency, the currents flowing through the inductor

and capacitor are equal and opposite. Thus, the impedance of the two components

in parallel becomes infinite, and they too can be removed from the schematic. This

simplified schematic is shown in Fig. 2.9.

It can be easily seen that in this circuit, Vacc = NbdVbd. The value of Nbd depends on

the location of the breakdown within the cell, which determines the electric field along

an antenna for a given accelerating voltage. The exact relation is:

Nbd =
Vacc
Vbd

=
a

lant

Eacc
E0

, (2.11)
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where a is the length of the cell, lant is the length of the antenna, E0 is the surface elec-

tric field at the location of the antenna and Eacc is the accelerating gradient. With some

circuit manipulations, the output impedance of the circuit as seen by the breakdown

port can also be expressed in terms of circuit parameters:

Rbd =
Z0N

2
cell

2N2
bd

(2.12)

With no breakdown current, the accelerating voltage can be expressed in terms of

the input voltage as Vacc = NcellVin/2. With this, (2.10), and (2.2), the relationship

between input power and accelerating voltage can be derived:

V 2
acc

P
=
aω

vg

R

Q
= N2

cellZ0, (2.13)

where P is the incident power from the source, ω is the operating frequency, vg is the

group velocity, R is the shunt impedance, and Q is the quality factor of the structure.

Rbd can thus be expressed entirely in terms of quantities obtainable from an eigenmode

solution of the electromagnetic wave equation in the cell geometry, i.e.:

(
c2∇2 − ∂2

∂t2

)E

B

 = 0. (2.14)

The relationship between Rbd and the eigenmode quantities is:

Rbd =
ωl2ant
2vga

R

Q

(
E0

Eacc

)2

. (2.15)

The dependence ofRbd onR/Q, vg and E0/Eacc in finite-element simulations of travelling-

wave structures of similar geometries to CLIC structures will be reviewed in Sec. 2.3.3.

This circuit model does take into account stored energy in any way, as evidenced by

the lack of energy-storing circuit components such as inductors or capacitors.
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Broadband Model

Figure 2.10: Equivalent circuit of an infinite array of identical coupled resonant cells.

The circuit model discussed above is only valid at a single frequency, for travelling-

wave structures with a high group velocity and thus a negligible amount of stored

energy. As will be discussed in Sec. 2.4.2, a model that does take stored energy into

account would need to consider the full bandwidth of the structure. The fact that the

structure has a finite bandwidth does not emerge from the model shown in Fig. 2.8

due to the use of ideal transformers for coupling, which have the same behaviour at

any frequency. An appropriate circuit model should thus replace the ideal transformers

with a frequency-dependent coupling, and may not omit reactive elements as was done

in Fig. 2.9.

The array is assumed to have a travelling wave flowing through it, with a phase advance

ka from cell to cell. Thus, the nth cell is assumed to have a voltage vn across it and

current in defined as:

vn = v0e
jkan

in = i0e
jkan

(2.16)

In the above and subsequent equations, j =
√
−1 denotes the imaginary unit to avoid

confusion with the current i.

Expressing the voltage across the (n + 1)th cell as a function of the current i′n in the

nth cell, and applying Kirchoff’s Current Law [69] to the nth cell, one can obtain an

expression for the voltage across the n+ 1th cell:

vn+1 = jωMi′n = jωM

(
in −

vn
jωL

− jωCvn −
vn
R

)
(2.17)
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One can also define the characteristic impedance Z0 of this transmission line as:

Z0 =
vn
in

= −jωMejka (2.18)

The coupling of multiple resonant cells results in a structure with a passband rather

than a single resonant frequency as with an uncoupled cell. Equations (2.17) and

(2.18) can be combined to obtain a dispersion relation for the wave flowing through

the transmission line, in terms of circuit parameters:

vne
jka = jωM

(
vn

−jωMejka
− vn
jωL

− jωCvn −
vn
R

)
(2.19)

ejka + e−jka = 2 cos(ka) = −jωM
(

1

jωL
+ jωC +

1

R

)
(2.20)

The following standard definitions of resonance frequency ωr and quality factor Q for

a parallel LCR circuit are used:

ωr =
1√
LC

(2.21)

Q = R

√
L

C
(2.22)

By substituting 0 and π for the phase advance ka into the dispersion relation (2.20)

and defining the resulting values of ω as ω0 and ωπ respectively, an expression for M

may also be obtained:

M =
4ω0

ω2
π − ω2

0

· R
Q

(2.23)

(2.20) through (2.23) can be used to obtain a generalised dispersion relation for an

infinite array of coupled cells, expressed without any circuit values:
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Figure 2.11: Angular RF frequency vs. phase advance per cell in radians for the circuit
model shown in Fig. 2.10. ωop is the operating frequency for a structure with a 2π/3
phase advance.

ω2 = ω2
r −

ω2
π − ω2

0

2
· cos(ka) (2.24)

This curve is plotted in Fig. 2.11. This resembles the dispersion curve of a typical

travelling-wave structure [32], confirming that its behaviour has been modelled cor-

rectly. Performing a differentiation with respect to k, one can also obtain an expression

for the group velocity:

vg =
dω

dk
=
ω2
π − ω2

0

4ω
· a sin(ka) (2.25)

Using (2.23) and (2.24), one can eliminate the parametersM and ka from the expression

for characteristic impedance (2.18), yielding:

<(Z0(ω)) =
R

Q

4ωωr
ω2
π − ω2

0

(
1− 2

ω2
r − ω2

ω2
π − ω2

0

) 1
2

(2.26)

Substituting ω = ωr into the above results in an expression that confirms the consis-

tency of the broadband model with (2.13) which was derived from the single-frequency

model:
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<(Z0(ωr)) =
aωr
vg

R

Q
(2.27)

Figure 2.12: Equivalent circuit of an infinite array of identical coupled resonant cells,
with a port in one cell representing the coupling to a breakdown.

To obtain a value for the equivalent source resistance for a breakdown in this model, one

of the cells can be assumed to have an additional coupling via an ideal transformer,

similar to that in the single-frequency model. This is presented in Fig. 2.12. The

expression for characteristic impedance derived in (2.26) allows the equivalent source

resistance as measured from the breakdown port to be easily calculated as follows, in

a manner analogous to that of the single-frequency model in (2.12):

Req,an(ω) =
<(Z0(ω))

2N2
bd

=
R

Q

2ωωr
ω2
π − ω2

0

(
1− 2

ω2
r − ω2

ω2
π − ω2

0

) 1
2
(
lant
a

)2(
E0

Eacc

)2

(2.28)

Discussion of Antenna Lengths

The analytical model exhibits a quadratic dependence of Rbd on the antenna length

used, i.e.: Rbd ∝ l2ant. It resembles the behaviour of the radiation resistance of a small

Hertzian dipole of length δl� λ [70]:

Rrad =
2π

3
ζ0

(
δl

λ

)2

, (2.29)

where Rrad is the radiation resistance, and ζ0 is the impedance of free space. The

antenna length is the only parameter in the expressions derived for Rbd not already
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defined by the geometry of the structure being studied. Thus, it is not immediately

clear what value of antenna length should be chosen. It may not be practical in general

to use a particular antenna length in all cases, due to limitations imposed by a particular

geometry. The issue of choosing a value for antenna length can be circumvented by

introducing a quantity R0 that is invariant with lant, such that:

Rbd = R0l
2
ant (2.30)

As per the definition of Rrad in (2.6),

<(Vant) = IantRbd

<(Vant) = IantR0l
2
ant

<(En) =
<(Vant)

lant
= IantlantR0

(2.31)

Thus, with a breakdown loading plot where the axes are electric field and the product

Iantlant, the plot and results become independent of antenna length. In order to ensure

that the emission function is also independent of antenna length, it can be defined as

follows:

Iantlant = k0E
n
surf , (2.32)

where k = k0lant, with k being the proportionality constant relating emitted current

and surface electric field in (2.8). This property will be used later in this chapter to

compare simulation results using different antenna lengths.

The particles emitted during a breakdown will continue to absorb energy from the local

electric field as long until they collide with the wall of the structure or escape. Thus, it

should follow that the amount of energy absorbed depends on the length of the particle

trajectory. The fact that the quantity Iantlant depends on antenna length reflects this

behaviour, and it seems reasonable to choose lant to be a value representative of the
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mean distance travelled by the emitted particles. It is difficult to determine the exact

physical length of a breakdown during the onset phase in every possible geometry and

breakdown location without a detailed Particle-in-Cell (PIC) simulation but it is most

reasonable to assume it scales approximately linearly with the size of the cell, and

therefore the free-space wavelength, i.e. lant ∝ λfs Thus, it may be reasonable to

redefine R0 with a wavelength term:

Rbd = R0

(
lant
λfs

)2

, (2.33)

where R0 is purely a function of the surrounding geometry. This equation resembles

(2.29), and it it expected that R0 = 8π
3
ζ0 for an antenna placed on an infinite flat

conductive plane, with ζ0 being the impedance of free space. Since such a conductive

plane is effectively a plane of symmetry, this should be equivalent to a Hertzian dipole

of length 2lant in free space. If such a dependence on wavelength is adopted, (2.31)

should thus be modified to obtain:

<(En) = Iantlant
R0

λ2fs
, (2.34)

which gives a frequency dependence to E∗. In other words, if a given geometry is

scaled in size by a factor a and the RF frequency scaled by 1/a to match, whilst

keeping E0 constant, the value of E∗ may change. This property will be discussed

further in Sec. 2.3.2 and used in Sec. 2.3.6. This behaviour is accessible to validation

by experiment, the results of which would provide important insight into the process

of breakdown onset.
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2.3 Numerical Calculations and Experimental Re-

sults

A series of numerical calculations of E∗ in specific structure geometries was performed

to further study its behaviour and compare its behaviour to experimental results. The

cases that will be discussed in this section are:

• A set of simplified, theoretical CLIC-like X-band accelerating structures designed

to investigate the dependence of E∗ on aperture size (Sec. 2.3.1).

• The CLIC Crab Cavity, an X-band deflecting structure tested at the XBoxes

(Sec. 2.3.4).

• A T24 structure, one of a series of prototype CLIC X-band accelerating structures

without wakefield damping tested at the XBoxes (Sec. 2.3.5).

• The BTW structure, a high-gradient S-band structure tested at CERN intended

for use in a medical proton linac (Sec. 2.3.6).

2.3.1 Simulated CLIC-Like Accelerating Structures

As a first step towards verifying the applicability of the E∗ quantity, one needs to check

the results it produces for consistency with Sc for travelling-wave structures operating

in the TM010 mode at X-band, a regime in which Sc shows very good agreement with

experimental results [42]. This avoids the issue of going back to the original data and

is based on the previously determined validity of predictions of Sc.

A representative CLIC accelerating structure-like geometry was simulated to compare

E∗ and Sc values at various locations inside it. A later step will be to apply the model

to cases where Sc did not fit experimental results.

Cell Design

In order to represent an accelerating structure for the CLIC main linac, an operating

frequency of 12 GHz was chosen for simplicity, but still very close to CLIC’s 11.994 GHz.
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The phase advance per cell and phase velocity were also chosen to match those of CLIC

structures. A list of parameters is given in Table 2.2, and the shape of one of the cells

is given in Fig. 2.15. Since CLIC structures are typically tapered in aperture size

[42], a range of aperture radii from 2.5 mm to 6 mm was simulated. The cell radius was

adjusted with the help of CST Microwave Studio’s [71] eigenmode solver to ensure that

a phase advance of 120◦ per cell at a frequency of 12 GHz was maintained in each case.

The dependence of a variety of properties obtained from the eigenmode solutions as a

function of aperture size is shown in Fig. 2.13, which, together with the relationship in

(2.2), shows that as the aperture size increases, the amount of power needed for a given

accelerating field increases. Examples of field distributions are shown in Fig. 2.14. The

cells were radially symmetric and had no wakefield damping features.

Figure 2.13: Properties of cells vs. iris radius. Top left: R/Q. Top right: Group veloc-
ity as a fraction of c. Bottom left: Maximum surface electric field at unit accelerating
gradient. Bottom right: Maximum Sc at unit accelerating gradient.

A total of fifteen antennas was placed at various positions along the cell surface

(Fig. 2.15) to represent possible breakdown locations. They provided good coverage
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Figure 2.14: Field magnitudes vs. position on a longitudinal slice of the structure,
obtained from an eigenmode solution with a 3.5 mm aperture radius. Top left: electric
field. Top right: magnetic field. Bottom: Sc.

Figure 2.15: Left: dimensions of a regular cell. Right: placement of antennas for
numerical Rbd calculations, with markings showing the distances from the iris apex in
millimetres. Position 4 is highlighted in red. Antenna length not to scale.
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Parameter Value Unit
Operating frequency 12 GHz
Phase advance 120 ◦
Phase velocity / c 1 -
Periodicity 8.333 mm
Iris thickness 2 mm
Iris rounding radius 1 mm
Cell rounding radius 2 mm

Table 2.2: Parameters common to all of the C3 structures simulated.

of the entire surface of the cell due to the radial and back-to-front symmetry of the

simulated cells.

Structure Design

Since calculating E∗ involved a consideration of power flow, an eigenmode solution was

not sufficient and an S-parameter calculation was needed. Impedance matching, which

plays a significant role in the power transferred between two ports, was considered

crucial. Hence, it would not be useful to simulate the resonant cells alone without

specifying how power was coupled into them. To this end, a travelling-wave structure

was constructed out of the cells described above, coupled to circular waveguides of

12 mm radius terminated with matched waveguide ports, one being the power input

and the other being the output. Fig. 2.16 shows a diagram of this setup. The input

port was stimulated with TM wave. The sections of circular waveguide needed to be

above cutoff for this mode at 12 GHz to allow the incident wave to propagate through

them. The cutoff frequency fc for the TM01 mode of a circular waveguide of radius a

is given by [68]:

fc,TM0,1 =
c

2π

χ0,1

a
, (2.35)

where c is the speed of light and χ0,1 is the first root of the 0th Bessel function of the

first kind. In this case, the cutoff frequency was 9.57 GHz, well below the operating

frequency.
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Figure 2.16: Diagram of the full structure simulated. The shaded area represents the
region in which antennas were placed for calculating Rbd.

Iris radius [mm] Cell radius [mm] Matching iris radius [mm] Matching cell radius [mm]
2.5 10.083 4.803 10.438
3 10.211 5.316 10.608

3.5 10.373 5.765 10.785
4 10.563 6.194 10.975
5 11.026 6.962 11.381
6 11.584 7.660 11.817

Table 2.3: Optimised geometrical parameters of each of the C3 structures simulated.

Figure 2.17: S-parameters vs. frequency in GHz of the structure with 3.5 mm aperture
radius. Left: Magnitude of S11. Right: Magnitude of S21.
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To ensure an impedance match between the structure and the circular waveguides,

matching cells were incorporated between the regular cells and the input and output

waveguides. The radius of the matching cells and the outermost irises could be varied

independently of the parameters of the regular cells to provide minimum reflection

at 12 GHz, with the optimised parameter values shown in Table 2.3. An as example,

the simulated S-parameters of the 3.5 mm aperture structure are shown in Fig. 2.17.

The S11 of the structure is very low at 12 GHz, showing that its impedance is well-

matched to that of the input waveguide. In order to prevent the bleeding of fields

from the matching cells into the regular cells from affecting the breakdown impedance

results, the structure had three identical regular cells with the centre cell containing

the antennas. In accordance with the nomenclature of CLIC structure designs, this

structure was given the designation ‘C3’, indicating a constant impedance structure

with three regular cells. This helped make the conditions in the centre cell more similar

to those within an infinitely long constant gradient structure. Plots of the electric field

along the beam axis of the full structure are shown in Fig. 2.18, demonstrating a 120◦

phase advance and good field flatness within the regular cells.

Results

A breakdown loading plot for one of the aperture sizes of this geometry is shown in

Fig. 2.19, presenting the behaviour of each of the antennas simulated. Position 4 has

the largest equilibrium E∗ value of 138 MV/m, making it the most likely breakdown

location in the cell. (2.8) was used as the emission function, with the parameter values

k = 5.4× 10−9 Am3/2V−3/2 and n = 3
2
. The value for k was manually chosen and found

to produce reasonable results for both this study and simulations of tested prototype

geometries, whereas n = 3
2

arises from the assumption that the emission is space charge-

limited, as discussed in Sec. 2.2. See Sec. 2.3.7 for details of the choice of the value of

k. The antennas were chosen to be 0.1 mm long which was found to be an acceptable

compromise between satisfying the condition that lant � λ and ensuring a reasonable

mesh size. This is also not an unreasonable size based on experimental measurements
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Figure 2.18: Phasor of the longitudinal component of the electric field on the beam
axis Ez at an input power of 1 W. Different coloured plots represent C3 structures
of different aperture sizes. Top: real part of Ez vs. imaginary part of Ez. Bottom:
Magnitude of Ez vs. longitudinal position along the beam axis.
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Figure 2.19: Surface electric field in MV/m vs. product of breakdown current and
antenna length in Am for a 3.5 mm aperture radius and 100 MV/m accelerating gradi-
ent. Coloured lines: loading plots for different antenna locations as per Fig. 2.15, with
position 1 representing the iris apex and position 15 representing the cell wall. The
loading plot for position 4, which had the greatest value of E∗, is highlighted in red.
Black dotted line: emission function.
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of the plasma spot height. The smaller the antenna length chosen, the finer a mesh

would need to be used for simulation, which is limited by available computing resources.

These considerations are discussed in more detail in Sec. 2.2.1.

Figure 2.20: Unloaded surface electric field at unit accelerating gradient vs. position
along the surface in mm. The position is defined by the arrow shown in Fig. 2.15,
where 0 is the iris apex. Different coloured plots represent C3 structures of different
aperture sizes. The discontinuities near the 0.5 mm and 1.5 mm marks on some of the
plots are likely the result of the rounded geometry of the iris being discretised as a
tetrahedral mesh in the finite-element simulation.

Figs. 2.20 and 2.22 show the distribution of E0 and Sc respectively along the surface of

the centre cell in the C3 structures simulated for various aperture sizes. The position

is measured along the arrow shown in Fig. 2.15. Both quantities exhibit a peak about

1.5 mm from the apex of the iris, and are lower further away from the iris. This is

consistent with typical post-mortem results, an example of which is shown in Fig. 2.21,

which show the greatest concentration of breakdown craters in that region. It can

also be seen that larger apertures result in larger peak fields for a given accelerating

gradient, which is one of the reasons for making the aperture as small as possible in

many practical designs from a gradient point of view.

Fig. 2.23 shows the distribution of E∗ for the same geometries and locations. Due to the

non-linearity of E∗ with respect to the accelerating gradient, it cannot be normalised

to Eacc in the same way that E0 and Sc are. Instead, values are plotted for a gradient of
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Figure 2.21: An SEM image of an iris of a T18 accelerating structure taken during
post-mortem analysis [40]. There is a very large concentration of breakdown craters
just off the iris apex.

Figure 2.22:
√
Sc at unit accelerating gradient vs. position along the surface in mm.

The position is defined by the arrow shown in Fig. 2.15, where 0 is the iris apex.
Different coloured plots represent C3 structures of different aperture sizes. The dis-
continuities near the 0.5 mm and 1.5 mm marks on some of the plots are likely the
result of the rounded geometry of the iris being discretised as a tetrahedral mesh in
the finite-element simulation.
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Figure 2.23: E∗ at an accelerating gradient of 100 MV/m vs. position along the surface
in mm. The position is defined by the arrow shown in Fig. 2.15, where 0 is the iris
apex. Different coloured plots represent C3 structures of different aperture sizes. The
discontinuities near the 0.5 mm and 1.5 mm marks on some of the plots are likely the
result of the rounded geometry of the iris being discretised as a tetrahedral mesh in
the finite-element simulation.

100 MV/m, which is the nominal average gradient for the 1.5 TeV and 3 TeV designs of

CLIC [12]. E∗ appears to exhibit qualitatively similar behaviour to E and Sc, showing

a peak around 1.5 mm from the iris apex for iris radii 3 mm and above. The distribution

of E∗ is fairly flat at a radius of 2.5 mm and becomes more peaked for larger radii. This

behaviour is also apparent with Sc, though a peak is still visible for the 2.5 mm case.

The breakdown locations within cells operating in the TM010 mode thus appear to be

qualitatively consistent between Sc and E∗ with the chosen emission function.

A more quantitative approach for verifying this case is to compare the maximum ac-

celerating gradient implied by various models, as shown in Fig. 2.24. In each case, a

maximum allowable value for each of the three quantities P/C, Sc, and E∗ was chosen.

The maximum values for Sc and P/C are typical of CLIC accelerating structures [12],

[42], [72]. The agreement between the three quantities is very good from a group ve-

locity of about 1.5% of c and above. Below that value, both E∗ and P/C predict much

higher achievable gradients than Sc. This is believed to be due to the effect of stored
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Figure 2.24: Maximum accelerating gradient without beam loading vs. aperture size
and group velocity as a fraction of c. Blue curve: with a maximum permitted Sc of
3.5 MW/mm2. Red curve: with a maximum permitted P/C of 2.1 MW/mm. Yellow
curve: with a maximum permitted E∗ of 100 MV/m.
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energy, which will require considerations of transient behaviour and will be discussed

in Sec. 2.4.2.

It has already been established that P/C is close to zero for standing-wave structures

[42], predicting unrealistically high maximum gradients (see Sec. 2.1.2). This is not the

case for Sc, which does take into account reactive power flow, corresponding to energy

stored in the cell. Since Sc has been shown to give much more reasonable results

for standing-wave structures than P/C, it appears that it is important to consider

stored energy. It seems physically justifiable to do so, since E∗ is an attempt to

qualitatively determine if there is enough power available to sustain the evolution of a

pre-breakdown site into a full breakdown. Thus, it may be the case that even though

the power flowing in from outside the structure may be insufficient for this, there may

be enough energy stored locally in the cell to allow the breakdown to fully develop.

Since a standing-wave structure has zero group velocity, it is reasonable to expect

that the lower the group velocity of a travelling-wave structure, the greater the relative

contribution of stored energy to the breakdown process. Hence, one should expect that

the gradient predicted by P/C gradually deviates from that of Sc as the group velocity

approaches zero. The process of calculating Rbd detailed in Sec. 2.2 assumes steady-

state conditions, implicitly assuming that all stored energy has been depleted and the

only source of power is external to the structure. A modification of the calculation of

E∗ to take stored energy into account will be discussed in Sec. 2.4.2.

It should be noted that structures designed with Sc in mind usually have irises with

an elliptical cross-section, rather than circular as is the case here. Making the iris

elliptical has the effect of lowering the peak Sc for a given gradient, improving the

breakdown performance slightly. The design of the C3 structure has not been optimised

for Sc, resulting is a relatively low gradient with the accepted maximum value of Sc =

3.5 MW/mm2.
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Conclusion

This study of C3 structures has shown that the proposed method can be implemented

in practice with numerical finite-element simulations and gives self-consistent results.

The choice of the structure’s design was made to be roughly representative of a high

gradient travelling-wave X-band structure for a linear collider. Several aperture sizes

were also simulated to take into account the range of group velocities that a practical

design could have, especially relevant for tapered structures. By sampling Rbd and

thus E∗ at various locations on the wall of the centre cell, it could be verified that

the prediction of both breakdown location and maximum gradient by the E∗ model

appear to be consistent with experimental results and Sc. From these results, one can

conclude that the E∗ method will most likely work well for most X-band accelerating

structures operating in the TM010 mode. Low group velocity structures, for which some

discrepancy was found, will be revisited later, as they require a consideration of the

local stored energy in addition to the external power supplied.

2.3.2 Antenna Length Dependence in Numerical Simulations

Figure 2.25: log(∆Rbd)/log(∆lant), i.e. the slope on a logarithmic plot of Rbd vs. lant. A
value of 2 indicates a quadratic dependence on antenna length, seen for most antennas
at a length of around 0.1 mm. For very small antenna lengths, the value of Rbd becomes
dominated by numerical errors, and for very large lengths the field can no longer be
assumed to be uniform along the antenna’s entire length, leading to slopes that deviate
from 2. See text for more details. Left: slope vs. antenna length in mm. Slopes for
antennas which had a value of Rbd(0.2 mm) < 0.5 Ω are not shown. Right: slope vs.
Rbd in Ω.
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The analytical circuit models discussed in Sec. 2.2.1 featured a quadratic dependence

of Rbd on the antenna length. In principle, any value of antenna length can be used

in a simulation, with the knowledge that the result can always be re-scaled as needed

using this dependence. In practice, the antenna length had to be kept within a certain

range to obtain usable results.

To aid with the choice of antenna length, a set of simulations was performed in which

the antenna length was scanned over a range of values in the C3 structures described

in Sec. 2.3.1, with aperture sizes of 2.5, 4 and 8 mm. Rbd values were obtained for each

of the antennas placed in the middle cell as shown in Fig. 2.15.

Fig. 2.25 shows the quantity log(∆Rbd)/log(∆lant), (i.e.: the slope on a logarithmic

plot of Rbd vs. lant) as a function of antenna length and Rbd for all of these cases.

For most of the antenna locations over the three aperture sizes considered, there is

a central region in which the breakdown resistance has a quadratic dependence on

antenna length, i.e. Rbd ∝ l2ant, determined using the slope of Rbd as a function of lant

on logarithmic axes. Deviations from the quadratic dependence on antenna length can

be seen for very long and very short antennas.

As the antenna length was increased, some of the curves deviate from Rbd ∝ l2ant. The

left plot in Fig. 2.25 shows this more clearly. This could be due to the assumption

made in Sec. 2.2 that lant � λ. As an antenna is made longer in a region of non-

uniform electric field, the integrated field across it may no longer depend linearly on

the antenna length. In the presence of field-enhancing features, the field changes over

a distance on the order of the size of the feature, which may be much smaller than the

free-space wavelength (25 mm for a frequency of 12 GHz). The iris thickness of this

structure is 2 mm, hence it is reasonable to expect significant changes in field over that

distance and it is advisable to make the antennas significantly shorter than that. Such

variations in field can be observed in the eigenmode field maps shown in Fig. 2.14,

where there are regions of high E field about 1 mm in size close to the iris apex. This

also explains why the slope of the plots increases in some cases and decreases in others
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as the antenna length increases, as the effect depends on the location of the antenna

and the specific field distribution at that location.

Figure 2.26: Calculated Rbd in Ω vs. antenna length in mm. Different colours represent
different antenna locations in a C3 structure of 8 mm aperture radius. Solid curves:
results obtained with a mesh size of 10 cells per wavelength. Dashed curves: results
obtained with a mesh size of 40 cells per wavelength.

For very small antenna sizes, numerical errors seemed to dominate the Rbd values. None

of the antennas seemed to have an Rbd value lower than 10 mΩ, which was believed

to be an issue with the implementation of the simulation software. This caused the

expected relation Rbd ∝ l2ant to break down, as can be seen for small values of Rbd in

the right plot in Fig. 2.25. The test the influence of the mesh size on this error, the

results of two otherwise identical simulations using different mesh sizes are compared

in Fig. 2.26. In this figure, it can be seen that the 10 mΩ lower limit did not seem to

change with the size of the mesh, but the finer mesh did allow for smaller antenna sizes

to be used.

From the results of this investigation, it should follow that the antenna length should

be kept within a certain range of values for optimal results. The dependence Rbd ∝ l2ant,

expected from the theoretical calculations from Sec. 2.2.1, was used as a way of verifying

the simulation results. Since errors on the order of 10 mΩ were observed, the Rbd values

should be made as large as possible to keep the relative error small. This can be done by
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making the antennas long, which also reduces the need for a very fine mesh. However,

making the antennas too long would also reduce the accuracy of the results, as the

assumption that the electric field is constant along the length of the antenna would no

longer hold. The maximum length that an antenna can be made depends on the size

of the accelerating cell and the exact field pattern, but a length significantly smaller

than the cell is advisable. Plots similar to the ones shown in Fig. 2.25 would be a

useful tool in determining the exact length in any given case, as this effect can be seen

quantitatively as a deviation of the slope from 2.

An antenna length of 0.1 mm was used for the simulations results of the C3 geometry

presented in this thesis. This value was shown to give the smallest spread in slope

values in the left plots of Fig. 2.25. Simulations of tested geometries such as the T24

(Sec. 2.3.5) or the CLIC Crab Cavity (Sec. 2.3.4) used antenna lengths of 0.5 mm

instead, due to the much greater complexity of these geometries requiring the use of

a coarser mesh to simulate. Although not optimal, the 0.5 mm value was still smaller

than any geometrical features, and was kept constant between different geometries to

allow meaningful comparisons between them.

2.3.3 Comparison of the Analytical Model with Numerical

Simulations

Figure 2.27: Breakdown resistance vs. unloaded surface electric field E0. Different
coloured points represent C3 structures of different aperture sizes, as indicated on the
legend. Left: E0 values given for unit accelerating gradient. Right: E0 values given for
1 W input power.
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Additional analysis was done on the results of the numerical simulations of C3 struc-

tures discussed in Sec. 2.3.1 to check if they are consistent with the analytical model

discussed in Sec. 2.2.1.

E0 and Rbd are plotted against each other in Fig. 2.27 for a range of antenna locations

and different aperture sizes. In this figure, it can be seen that Rbd ∝ E2
0 within any

given cell, but the proportionality constant varies with aperture size. The larger the

aperture, the higher the Rbd values, consistent with the results discussed in Sec. 2.3.1,

which show that smaller apertures allow higher gradients for a given maximum E∗.

If the electric fields are normalised to a constant input power, the proportionality

constant becomes the same for all aperture sizes. This suggests that the relationship

between accelerating gradient and input power, as in (2.2), plays an important role in

defining Rbd. It is encouraging because it shows an explicit dependence on power flow

and group velocity which have been observed to be important factors in determining

the breakdown limit. From the behaviour apparent in Fig. 2.27, it is possible to deduce

that:

Rbd ∝
E2

0

P
, (2.36)

where P is the incident RF power. By combining (2.36) with (2.2), one can obtain

an expression for Rbd in terms of quantities that can be calculated from an eigenmode

simulation of the cell:

Rbd ∝
1

vg

R

Q

(
E0

Eacc

)2

(2.37)

This is consistent with the expression (2.15), confirming that the numerical results are

indeed consistent with the analytical model.

For the geometry discussed in Sec. 2.3.1, the dependence of Rbd at the location of

peak E0 on aperture size and group velocity can be obtained using the results shown

in Fig. 2.13, and are shown in Fig. 2.28. The slope of the line in the right plot in
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Figure 2.28: Scaling of breakdown resistance at the location of peak E0 calculated from
eigenmode results using (2.37). Left: Rbd vs. iris radius in mm. Right: Rbd vs. group
velocity as a fraction of c.

this figure shows a dependence of approximately Rbd ∝ v−1.1g . The deviation from the

expected Rbd ∝ v−1g is due to the fact that R/Q and E0/Eacc are not independent

of the group velocity in this structure geometry. However, they vary relatively little

compared to the variation in vg as the aperture size is varied. This dependence on

group velocity appears consistent with the use of vg as an approximate predictor of

breakdown performance as discussed in Sec. 2.1.2.

The correlation of the spatial distributions of Rbd and E0 within a cell is a useful result

as it means that the location of highest E∗ in a given cell will, in most cases, be the

location of highest E0, showing consistency with experiments, where breakdowns tend

to happen at the location of peak surface electric field. It also helps guide the choice

of antenna location in simulations, since it implies that regions of peak E0 are of the

greatest relevance for a breakdown limit. This can significantly reduce the time and

effort required to perform a numerical calculation of E∗ for a given geometry, as every

potential breakdown site requires a separate simulation. In contrast, a quantity such

as Sc which is a linear function of the unloaded E and H fields requires only field

maps from a single simulation. Thus, knowing a priori that breakdowns within any

given cell are most likely to occur at the location of peak E0, only that location needs

to be considered to calculate the maximum E∗, thus characterising the breakdown

performance of the entire cell.



2.3. NUMERICAL CALCULATIONS AND EXPERIMENTAL RESULTS 73

2.3.4 CLIC Crab Cavity

The CLIC Crab Cavity is one of the structure designs discussed in this chapter that has

been built and tested at high power [18]. It is a prototype for a transverse deflecting

cavity for CLIC. In order to compensate for the luminosity loss due to the 20 mrad

crossing angle of the beams, the use of crab cavities similar to this one was proposed

as a way of introducing a time-dependent transverse deflection of the beam, causing

the bunches to rotate such that they collide head-on at the Interaction Point (IP) [56].

This prototype is a backward travelling-wave structure which was designed to have

a relatively large group velocity of 0.029c to limit the effect of beam loading on the

transverse kick [56]. As the purpose of this structure is to deflect the beam rather than

accelerate it, it operates in the TM110 mode rather than the TM010 mode as with most

accelerating cavities. This means that the direction of the electric field on the beam

axis is transverse rather than longitudinal. A cylindrical cavity has two degenerate

TM110 modes with the same frequency but different polarisations [68]. Since only one

of these modes was desired, the cells of the Crab Cavity were given a racetrack shape

to detune the undesired mode in order to stop it from being excited by the beam.

The spatial distribution of the field magnitude, shown in Fig. 2.29, is different from a

typical accelerating cavity. The lack of axial symmetry in this mode makes it useful

for a comparison of the predictions of Sc and E∗. The final design has two waveguide

feeds in each of the coupling cells to ensure that the centre of the dipole mode and

the geometrical centre coincide. Otherwise, with a single feed, a bunch on the beam

axis will see a monopole accelerating field, which is undesirable. The prototype tested

in XBox-2 only had a single feed, which results in a clearly visible asymmetry in the

electric field pattern of the coupling cells.

Since this structure played a significant role in motivating the E∗ approach to break-

down limits, it is important to confirm that it predicts a breakdown distribution con-

sistent with the post-mortem results. This structure has a constant impedance, which

was important for choosing the locations where E∗ was to be calculated. Constant
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Figure 2.29: Fields vs. transverse position for the first two cells of the Crab Cavity
prototype. Top left: electric field magnitude in Cell 1. Top right: electric field magni-
tude in Cell 2. Middle left: Magnetic field magnitude in Cell 1. Middle right: Magnetic
field magnitude in Cell 2. Bottom left: Sc in Cell 1. Bottom right: Sc in Cell 2. ‘Cell
1’ refers to the input coupler cell and ‘Cell 2’ refers to the first regular cell.
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Figure 2.30: A diagram showing the longitudinal positions in mm of the cells of the
CLIC Crab Cavity [18]. A histogram is overlaid showing the number of breakdowns
in each cell. Each colour represents the breakdowns which occurred in each particular
month of the structure’s conditioning. The bars on the extreme left and right of the
plot represent breakdowns identified as having occurred outside of the structure, such
as in the pulse compressor or high-power load.

impedance indicates that the regular cells have exactly the same geometry and there-

fore the same shunt impedance. This means that as the RF power decreases along

the length of the structure due to resistive losses, the fields in each subsequent cell

are smaller than in the previous cells [32]. Thus, it is expected that the majority of

the breakdowns occur in the first cell. This was indeed the case when it was tested

in XBox-2, as demonstrated in Fig. 2.30. Because of this, E∗ was only calculated for

the first two cells of the structure. Two cells were considered because the first cell is

a coupling cell with a slightly different geometry and the presence of the input waveg-

uide. The second cell is a regular cell which is identical to the other regular cells. Due

to their identical geometry, the breakdown behaviour in the remaining regular cells is

expected to be similar to the second cell but with slightly lower fields.

It has been established in Sec. 2.3.3 that within a given resonant cell, the location of

peak E∗ is expected to coincide with the location of peak E0. The peak E0 and peak

Sc are both located close to the apex of the iris, but they have distinctly different az-

imuthal positions. This simulation was performed to investigate how well the azimuthal

distribution of E∗ agreed with the actual breakdown locations, and to compare it with
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Figure 2.31: Electric field magnitude vs. position on a longitudinal slice of the CLIC
Crab Cavity. The iris of the first cell can be seen and the position of one of the antennas
is shown as a black line.

that of Sc. With this goal in mind, antennas were placed around one half of the iris

(the structure has left-right symmetry) of the first two cells to check the azimuthal

distribution of E∗ around the iris. A plot of the electric field magnitude around the

iris of the first cell and the position of one of the antennas relative to it is shown in

Fig. 2.31. The base of the antenna was placed on the location of the local maximum

of E0 to obtain the limiting value of E∗. An antenna length of 0.5 mm was chosen due

constraints from the total number of mesh cells needed to simulate the entire geometry

of the structure.

The resulting breakdown loading plots for antennas placed in the first two cells of the

Crab Cavity are shown in Fig. 2.33. The calculation was performed for an input power

of 52 MW, which was the highest power reached during testing [18]. The equilibrium

E∗ values using the assumed emission function that has been used thus far are shown

in Figs. 2.34 and 2.35, where they are compared with the azimuthal distribution of

breakdowns craters. The results appear encouraging: in both cells studied, E∗ has two

maxima: one at the 0◦ location and one at the 180◦ location. The distribution of E∗

is asymmetric in the first cell and symmetric in the second cell, which also reflects the

distribution of breakdown craters. The Crab Cavity prototype was designed to operate

at 13.35 MW, and was tested up to 52 MW with a breakdown rate of (1.10±0.25)×10−4
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Figure 2.32: A cutaway view of the internal volume of the CLIC Crab Cavity with the
locations of antennas shown as white lines with yellow circles around them.

Figure 2.33: Surface electric field in MV/m vs. the product of breakdown current
and antenna length in Am in the CLIC Crab Cavity at an input power of 52 MW.
Coloured lines represent different antenna locations on the iris. Black dotted line:
emission function. Left: Cell 1. Right: Cell 2.
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Figure 2.34: Left: breakdown locations (represented by blue dots) vs. transverse
position in Cell 1 of the CLIC Crab Cavity. Right: unloaded surface electric field
(blue) and E∗ (red) in MV/m vs. angular position on the iris in degrees, at an input
power of 52 MW. Bottom: angular density of breakdown craters in this cell vs. angular
position in degrees, according to post-mortem studies [73]. The definition of the angular
position relative to the geometry of the cell is shown in the left plot.

Figure 2.35: Left: breakdown locations (represented by blue dots) vs. transverse
position in Cell 2 of the CLIC Crab Cavity. Right: unloaded surface electric field
(blue) and E∗ (red) in MV/m vs. angular position on the iris in degrees, at an input
power of 52 MW. The definition of the angular position relative to the geometry of the
cell is shown in the left plot.
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breakdowns per pulse and a pulse length of 120 ns. The peak E∗ and Sc values at the

nominal and maximum power are given in Table 2.4.

2.3.5 T24 Structures

Figure 2.36: A plot demonstrating the variation of the RF power (black), surface
electric field (green), accelerating gradient (red), temperature increase due to pulsed
surface heating (blue), and Sc (magenta) with iris number in the T24 structure design
when operated without beam at the nominal accelerating gradient of 100 MV/m [72].
Iris 1 is closest to the RF input and iris 24 is closest to the RF output.

In order to meet CLIC’s specification for gradient and breakdown rate, a great deal of

effort has been expended to optimise the gradient performance of CLIC accelerating

structures. The T24 structure is a prototype design for a CLIC accelerating structure.

It has 24 regular cells and 2 matching cells. The ‘T’ in its name indicates that the

geometry of the structure is tapered, i.e. parameters such as aperture size and iris

thickness vary along the length of the structure to control properties such as shunt

impedance and peak fields in each cell. The RF power flowing through each cell

decreases along the length of the structure due to resistive losses in the copper walls,

and if a beam is present, beam loading as well. One of the goals of tapering is to make
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Figure 2.37: Accumulated breakdowns vs. longitudinal position in units of RF sig-
nal propagation time in ns. 0 ns represents the structure input and 65 ns represents
the structure output. Top left: T24PSIN1 over its entire test in XBox 2. Top right:
T24PSIN2 during a flat run at 112 MV/m gradient with 200 ns pulses after condition-
ing. Bottom left: T24N4 from its installation in XBox 3 until 1 June 2019. Bottom
right: T24N5, from installation in XBox 3 until 1 June 2019.

Figure 2.38: A cutaway view of the geometry of the T24 structure with the locations
of antennas shown as white lines with yellow circles around them.
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the gradient more uniform by compensating for the decrease in power along the length

of the structure.

Tapering is important for maximising the maximum gradient of a structure, and also

plays a role in long-range transverse-wakefield suppression [74]. Fig. 2.36 demonstrates

the effect of tapering, showing the variation of various quantities including E0 and Sc

along the length of the structure, with no beam loading. Despite the decrease in power

along the length of the structure, E0 and Sc are both lowest in the first cell. An effort

has been made to optimise the structure using Sc, ensuring that it does not exceed

3.5 MW/mm2 at nominal power with no beam loading. Although Sc scales with the

square of the field for a fixed geometry, it is closer to being flat along the length of

the structure than E0, showing that the structure was designed with Sc rather than

electric field as a breakdown limit.

Figure 2.39: Longitudinal breakdown density in the TD26CCR05 structure in break-
downs per pulse per ns vs. longitudinal position in ns and cumulative number of RF
pulses applied. Longitudinal positions are presented in units of RF signal propaga-
tion time in ns with 0 ns representing the structure input and 65 ns representing the
structure output.

Despite the peak values of E0 and Sc occurring close to the output of the structure,

several tests of T24 structures at the XBox test stands have shown a large concentration

of breakdowns near to the structure input, where the E and Sc are both the lowest,

as shown in Fig. 2.37. This has been noticed in both this structure and other tapered



82 CHAPTER 2. BREAKDOWN CRITERION

designs such as the TD26CCR05 [75] and TD24SiC [76] structures. It has been noted

that typically, the breakdown locations are spread out evenly throughout the structure

in the initial stages of conditioning, then get more concentrated around the structure

input as conditioning progresses and reaches higher field levels. An example is shown in

Fig. 2.39. An even spread of breakdowns is effectively a design objective, since specific

weak spots are undesirable.

One explanation that has been proposed for this is the effect of a breakdown on the

incident RF pulse: when a breakdown has fully developed, the cell is filled with plasma

and free electrons [63]. This presents an impedance mismatch to the incident signal

causing it to be reflected back to the input rather than propagating on to the out-

put. The superposition of the incident and reflected signals is expected to result in a

standing-wave in the section of structure between the input and the breakdown, with

a peak electric field in the antinodes that is twice as large as the nominal electric field

without a breakdown. Thus, these much higher fields may cause one or more secondary

breakdowns upstream of the initial breakdown [77]. Assuming this is indeed the case,

one should expect the most breakdown damage in the first cell, resulting in many

craters with sharp, field enhancing features making it likely for another breakdown to

occur there. This hypothesis is, however, contradicted by the stability of phase of the

reflected RF signal [78], indicating the reflected signal does not cause secondary break-

downs upstream. An alternative explanation is provided by the E∗ model, detailed

below.

The exact geometry used in this simulation was that of the T24PSI structures. This

design has the same iris geometry and tapering as the baseline T24 design, but both

corners of the cell are rounded rather than just one, resulting in cells with back-to-front

symmetry, as illustrated in Fig. 2.40.

These structures were used to test the applicability of SwissFEL’s manufacturing tech-

nology to CLIC, including the use of brazing as an alternative to bonding [79]. Two

prototypes of this geometry tested at CERN: T24PSIN1 which reached 55 MW in input
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Figure 2.40: Geometry of the middle cells in the baseline T24 geometry (left) and the
T24PSI geometry (right).

power and 121 MV/m in unloaded accelerating gradient, and T24PSIN2 which reached

112 MV/m in gradient after a more conservative conditioning approach. These proto-

types also showed a clustering of breakdowns at the input of the structure, as shown

in Fig. 2.37.

Figure 2.41: Electric field magnitude vs. position on a longitudinal slice of the T24PSI
strucutre. The iris of a cell can be seen and the position of one of the antennas is
shown as a black line.

Different cells were investigated to understand the effect of the tapering of the structure.

In order to calculate the E∗ in this geometry, one antenna was placed in the location

of peak E0 in every other cell (see Fig. 2.38). It was taken as a premise that peak

E∗ occurs in the location of peak E0 in a given cell based on discussion in Sec. 2.3.3.

The antennas were thus angled away from the apexes of each iris to place them in the
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location of peak E0, as shown in Fig. 2.41. As with the Crab Cavity (Sec. 2.3.4),

antennas of length 0.5 mm were used here.

Figure 2.42: Surface electric field in MV/m vs. product of breakdown current and
antenna length in Am for the T24 structure at an input power of 55 MW. Coloured
lines: loading plots for different cells locations as per Fig. 2.38, with iris 1 representing
the iris closest to the RF input. Black dotted line: emission function.

The breakdown loading plot resulting from this study is shown in Fig. 2.42. There is

an interesting ‘reversal’ effect: at low values of breakdown current, the electric field

is lowest in the cell closest to the input and highest in the cell closest to the output,

as expected from the tapering profile show in Fig. 2.36. However, at a large enough

current, the lines cross over and the highest field moves to the input cell, reflecting the

breakdown distributions seen in the X-Boxes. Plots of E0 and E∗ vs. position at the

maximum tested power of 55 MW are shown in Fig. 2.43, where it can be seen that the

peak value of E0 is located next to the output whereas the peak value of E∗ is located

next to the input. This ‘reversal’ could be why breakdowns only become concentrated

close to the input cell after the structure has reached relatively high power levels after

some conditioning. It also implies that an optimal structure should have more tapering

than a T24.

The peak E∗ and Sc values in the T24PSIN1 structure are given in Table 2.4. Com-

paring ultimate values with the Crab Cavity, Sc differed by 25.6% between the two
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Figure 2.43: Unloaded surface electric field (blue) and E∗ (red) in MV/m vs. iris
number, at an input power of 55 MW.

Parameter T24PSIN1 Crab Cavity Unit
Nominal power 37.5 13.35 MW
Maximum power reached 55 52 MW
Peak Sc at nominal power 3.50 1.71 MW/mm2

Peak Sc at maximum power 5.30 6.66 MW/mm2

Peak E∗ at nominal power 98.6 60.8 MV/m
Peak E∗ at maximum power 115.4 109.5 MV/m

Table 2.4: Comparison of E∗ and Sc results for the T24PSIN1 and Crab Cavity.
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structures, implying a 12.0% discrepancy in maximum field level. On the other hand,

E∗ differed by 5.4%, exhibiting greater consistency as an ultimate limit.

2.3.6 S-Band Backward Travelling Wave Structure

The results of the studies of the C3 aperture scan (Sec. 2.3.1) as well as the T24PSI

structures (Sec. 2.3.5) strongly suggest that the E∗ model should work well for CLIC-

like accelerating structures and likely cover the range of parameters over which a realis-

tic design can vary. As the interest in high gradients goes beyond just the CLIC study

[80], it would be very valuable to have a universal breakdown criterion applicable to

any type of high-field device. The CLIC Crab Cavity discussed in Sec. 2.3.4 has shown

one example in which E∗ has performed well in a design with significant differences

from an accelerating structure. Another design which E∗ was tried on is an S-band

Backwards Travelling Wave (BTW) accelerating structure for the TULIP medical pro-

ton linac [81]. Apart from the difference in operating frequency (2.9985 GHz rather

than 11.994 GHz like in CLIC), this structure differs from CLIC structures in some

key ways: it has a 7π/6 phase advance per cell for synchronicity with protons with

β = 0.38, and has a very small aperture which results in a low group velocity varying

between 0.0038c and 0.0021c. This low group velocity can be used because the nominal

beam current is very small, resulting in very low beam loading. The BTW structure

also features coupling holes in the septa for magnetic coupling between adjacent cells

to compensate for the very low coupling via the beam aperture.

The BTW structure was designed with high gradient technology and design methodol-

ogy, and was optimised using Sc. In particular, the coupling holes and the nose-cone in

the first cell were designed to have the same value of Sc. This is of particular interest

because the nose-cone had a large electric and small magnetic field, while the coupling

holes had a small electric and a large magnetic field, making it a very good test of

the comparative predictive power of Sc and E∗. The structure was tested in SBox, an

S-band equivalent to the X-band test stands at CERN [82].
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Figure 2.44: A cutaway view of the geometry of the BTW structure with the locations
of antennas shown as white lines with yellow circles around them.

Figure 2.45: Peak Sc in MW/mm2 vs. cell number in the BTW structure, at an input
power of 20.16 MW. Red solid curve: in the coupling holes with power flowing in
the forward direction. Blue solid curve: on the nose cones with power flowing in the
forward direction. Red dashed curve: in the coupling holes with power flowing in the
reverse direction. Blue dashed curve: on the nose cones with power flowing in the
reverse direction.
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Figure 2.46: Field vs. transverse position for the output coupler cell of the BTW
structure, when RF power is injected in the reverse direction. Top: electric field
magnitude. Middle: magnetic field magnitude. Bottom: Sc.
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Due to an error in mounting the structure for high-power testing, the structure was

tested with power flowing in the opposite direction to that designed [83]. Due to the

tapering of the structure’s shunt impedance, this resulted in a very different field profile

from the one intended, as shown in Fig. 2.45. However, the experimental results are

still useful for comparing the Sc and E∗ models. The test was ended because the

maximum power that could be provided to the structure, 33 MW, was reached.

Fig. 2.46 shows the E, H, and Sc field distributions in the output cell, which experienced

the highest power flow and field levels due to the reversed orientation of the structure.

In this cell, the field distributions were not radially symmetric due to the presence of

the input waveguide. The Sc was highest on the bottom of the nose-cone and is also

very high on the top coupling hole, closest to the waveguide. Here, ‘top’ and ‘bottom’

refer to positions as shown in the figure. For 1 W of incident power, the peak Sc was

62.7 kW/m2 in the top coupling hole, 54.0 kW/m2 on the top edge of the nose cone,

and 65.7 kW/m2 on the bottom edge of the nose cone. In other words, the peak Sc at

the top coupling hole was between that on the top of the nose-cone and that on the

bottom of the nose-cone. Images from an endoscopy of the output cell, performed after

the test at SBox was concluded, are shown in Fig. 2.47. Extensive breakdown damage

is visible on both the top and bottom edges of the nose-cone, yet the surface of the top

coupling hole is almost pristine despite the large value of Sc in this location, showing

another inconsistency in which the number of breakdown craters does not appear to

increase with Sc as expected.

For the E∗ calculation for this structure, antennas were placed in the output cell and the

last regular cell. In each of the two cells, antennas were placed on the top and bottom

of the nose cone, as well as the location of peak Sc on some of the coupling holes. The

antenna length was 0.5 mm. The results were assumed to scale with frequency in the

manner shown in (2.33) to make them comparable to the X-band structures studied

earlier. As the operating frequency of this structure is exactly a quarter of that of the

X-band structures, the Rbd values were multiplied by 16. Another simulation was run

in which the structure was installed in the correct direction, with the same arrangement
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Figure 2.47: Top: locations in red circles where endoscopy images were taken in relation
to the geometry of the cell. Middle left: endoscopy image of the top coupling hole,
which a maximum Sc of 62.7 kW/m2, showing almost no breakdowns. Middle right:
endoscopy image of the top of the nose-cone, with a maximum Sc of 54.0 kW/m2,
showing some breakdown damage. Bottom left: endoscopy image of the bottom of the
nose-cone, with a maximum Sc of 65.7 kW/m2, showing extensive breakdown damage.
Bottom right: endoscopy image of the bottom coupling hole, with a maximum Sc of
41.7 kW/m2, showing almost no breakdowns. Sc values are given for 1 W of incident
RF power [39].
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Figure 2.48: Surface electric field in MV/m vs. the product of breakdown current and
antenna length in Am, in the BTW structure at an incident power of 33 MW in the
forward direction. Coloured lines for different antenna locations in the first two cells
as indicated on the legend. Black dashed line: emission function. ‘Top’ and ‘bottom’
refer to location as shown in Fig. 2.46. The coupling holes have been numbered starting
from the top hole and increasing going anticlockwise around the cell.

Figure 2.49: Surface electric field in MV/m vs. the product of breakdown current and
antenna length in Am, in the BTW structure at an incident power of 33 MW in the
reverse direction. Coloured lines for different antenna locations in the last two cells
as indicated on the legend. Black dashed line: emission function. ‘Top’ and ‘bottom’
refer to location as shown in Fig. 2.46. The coupling holes have been numbered starting
from the top hole and increasing going anticlockwise around the cell.
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Parameter T24PSIN1 (tested) BTW (hypothetical) Unit
Power 55 138 MW
Peak Sc 5.3 5.13 MW/mm2

Peak E∗ 115 115 MV/m

Table 2.5: A comparison of the peak E∗, Sc and power for the T24PSIN1 and BTW
structures. The values for the T24PSIN1 correspond to the highest power reached
during testing, whereas those for the BTW have been scaled to obtain the same value
of E∗ as the T24PSIN1.

of antennas but in the input cell and the first regular cell. Breakdown loading plots

representing the results of the two cases are shown in Figs. 2.48 and 2.49.

The E∗ model gives a result that is more consistent with the endoscopy images than

Sc. Since E0 was much lower on the coupling holes than on the nose cone in both cells,

the resulting E∗ was lower as well, explaining the lack of breakdown craters on the

coupling holes. The maximum E∗ on the nose-cone of the output cell was 79.8 MV/m,

whereas the maximum value on the coupling holes was 41.0 MV/m, which is about half

the value on the nose-cone.

As the ultimate breakdown-limited gradient of the structure could not be reached

due to limitations in the maximum power available from the test stand, there is no

experimental data on the limiting value of the structure. However, one can still make

a comparison between the predicted maximum gradient as per Sc and E∗. Table 2.5

shows a comparison between the T24PSIN1 and BTW structures. The incident power

given for the BTW structure is a hypothetical value which would be needed to achieve

the same peak E∗ as that reached in the T24PSIN1 during testing. At this power, the

peak Sc in the BTW structure would have a value of 5.13 MW/mm2, which only differs

from the peak value in the T24PSIN1 by 3.3%. Thus, the predictions of maximum

achievable gradient in the BTW structure according to Sc and E∗ only differ by 1.6%,

showing good consistency between the two when applied to the BTW structure.

This may not be an accurate prediction of the maximum power due to the BTW struc-

ture’s very low group velocity. The tendency for the single-frequency E∗ calculation to

over-estimate the achievable gradient of low-group-velocity structures has been shown
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k value kc/3 kc 3kc
Max. E∗ in T24PSIN1 (MV/m) 161.9 115.4 72.3
Max. E∗ in Crab Cavity (MV/m) 139.2 109.5 74.5
Discrepancy in E∗ (%) 16.3 5.4 3.0

Table 2.6: A comparison of the peak E∗ attained in the T24PSIN1 and CLIC
Crab Cavity obtained using the single-frequency model with different values of k,
as well as the discrepancy between the peak values. kc is the final chosen value of
5.4× 10−9 Am3/2V−3/2. Larger values of k result in better agreement between the E∗

values.

and discussed in Sec. 2.3.1, and is likely applicable here as well. Given the extremely

low group velocity of the 12th cell of the BTW structure, 0.0021c, one can expect a

significant contribution from the stored energy of the cell, causing the true breakdown-

limited maximum power to be much lower than 138 MW. Once a future experiment

can conclusively test the maximum power of this geometry, more information about

the frequency scaling of the absolute value of E∗ can be deduced.

2.3.7 Choice of k Value

The value of k, the proportionality constant in the characteristic emission function that

represents the current-field characteristic of a nascent breakdown in a well-conditioned

high-gradient structure, was not determined a priori and had to be chosen such that the

E∗ results gave the best agreement with experimental results. It was found that several

aspects of the E∗ model depended on the exact value of k. These were the consistency

in the maximum E∗ reached in tested X-band structures as well as consistency between

the spatial location of the peak value of E∗ and breakdown locations observed in high-

gradient structure tests. Due to the qualitative nature of some of these criteria, it was

difficult to algorithmically find the optimum value of k. Instead, a value was manually

chosen that was deemed to give a good compromise between all the criteria. For each

of the criteria mentioned, examples of results obtained using different values of k will

be shown.

The first criterion to be discussed is consistency between maximum E∗ values in tested

X-band structures. The T24PSI and CLIC Crab Cavity were a useful comparison
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because they have significantly different field patterns and parameters, yet operated at

the same frequency, were made out of the same material, and were tested in the same

test stand. One of the starting assumptions of the E∗ model is that the breakdown rate

should depend only on the peak value of E∗, meaning that the maximum E∗ should

agree between the two structures. Table 2.6 shows the discrepancy in maximum E∗

between the two structures for different values of k, demonstrating that larger values

of k result in better agreement.

Another important criterion is that the spatial distribution of E∗ should match typical

spatial distributions of breakdown craters seen in experiments. For example, cells

operating in the TM010 mode, usually have a concentration of breakdown craters just

off the apex of the iris, as shown in Fig. 2.21. This means that within such a cell, the E∗

should have a maximum close to this location. Fig. 2.50 shows the spatial distribution

of E∗ along the surface of the middle cell in the C3 structures discussed in Sec. 2.3.1

for different values of k. In this geometry, E∗ should have a peak around the 1.6 mm

mark to be consistent with experimental results. It can be seen that for the smallest

value of k, each aperture size does indeed exhibit a peak at this location. For larger

values of k, however, the results for small aperture sizes instead exhibit local minima

in E∗ at this position. This would correspond to that area being clear of breakdown

craters, which is completely at odds with experiments. It should be noted, however,

that the inclusion of transient behaviour, as in Sec. 2.4.2, does appear to prevent the

formation of these local minima, which means that this is no longer a constraint on

the choice of k if the broadband quantity is used.

Along from the location of peak E∗ within any given accelerating cell, the position of

the peak across multiple cells in a tapered structure can also change with the choice of

k. One of the key arguments for using E∗ rather than unloaded field quantities such

as Sc in was the longitudinal breakdown locations in T24 structures as discussed in

Sec. 2.3.5. Tests of several T24 structures showed a strong clustering of most of the

breakdowns close to the RF input, despite neither the E0 nor the Sc being the greatest

there. E∗, on the other hand, was shown to be the largest in the cell closest to the
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Figure 2.50: E∗ in MV/m vs. position along the surface in mm. The position is
defined by the arrow shown in Fig. 2.15, where 0 is the iris apex. Different coloured
plots represent C3 structures of different aperture sized as indicated on the legend. Top:
using k = kc/3. Middle: using k = kc. Bottom: using k = 3kc. It can be seen that
for larger values of k, the distribution of E∗ for small aperture sizes exhibits a local
minimum around the 1.6 mm mark, the location where breakdowns most frequently
occur in experiments.
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Figure 2.51: Loaded and unloaded electric field values in the T24PSI structure in
MV/m vs. iris number, at an input power of 55 MW. Blue: unloaded surface electric
field. Red: E∗ using k = kc/3. Yellow: E∗ using k = kc. Purple: E∗ using k = 3kc. In
the case of k = kc/3, the peak value of E∗ is no longer located at the first iris.

RF input, in line with experimental results. However, the longitudinal distribution of

E∗ in the T24 structure does also depend on the exact value of k chosen, as shown

in Fig. 2.51. It can be seen in this figure that if k is too small, the peak value moves

downstream, away from the input cell. This effect does not depend on k as strongly

as, for example, the position of peak E∗ within the cells of the C3 structures, as in

Fig. 2.50. Thus, it did not constrain the choice of k as strongly as the other factors

listed above.

2.4 Improvements of the Method

The method used to obtain the results discussed thus far in Sec. 2.3 represents the

simplest possible implementation of a breakdown quantity based around the idea of

breakdown-loaded electric field. Some ways of modifying the method to obtain a more

physically accurate model have been identified and investigated. The results of these

investigations are presented in this section.



2.4. IMPROVEMENTS OF THE METHOD 97

(a) In a real breakdown. (b) During a calculation of Rbd.

Figure 2.52: Direction of power flow during a breakdown.

2.4.1 Use of Z-Parameters

In all calculations of Rbd discussed so far, an antenna was placed at a potential location

for a breakdown site. In the simulation, the antenna was set up to be a current source

with a current of unit amplitude at the operating frequency of the structure. All the

waveguide ports of the structure were connected to matched loads in the simulation.

Thus, the breakdown was a source of power and the structure input was a sink. While

this is still a valid calculation in principle as Maxwell’s equations are time-reversal

invariant [68], the situation being modelled does not exactly correspond to a breakdown

in reversed time. The two situations are represented as a diagram in Fig. 2.52. What is

normally the output of the structure remains a load in simulation, along with resistive

losses in the copper walls of the structure. It is believed that this method has still

given satisfactory results because:

• the cells in the structures being studied here are roughly symmetric in their

coupling to the input and output ports, meaning that a reversal in the direction

of power flow from the output port only scales the result by a constant factor,

meaning that the values relative to other cells and structures are preserved.

• cells in travelling-wave structures are typically overcoupled, meaning that the

resistive losses are small compared to the total power flowing through them.

Thus, a reversal in the sign of this term will only cause a small error.



98 CHAPTER 2. BREAKDOWN CRITERION

Figure 2.53: Z-parameter description of a linear two-port network.

Despite the method described above giving satisfactory results, a more physically accu-

rate model is still likely to give better results and be less reliant on assumptions. One

way to do this is to consider the matrix of impedance parameters Z which describes the

coupling of each port of the system to every other port. It is related to the scattering

matrix S as follows [68]:

Z =
√

Z0(I + S)(I− S)−1
√

Z0, (2.38)

where I is the identity matrix, and
√

Z0 is a diagonal matrix in which each element

is the square root of the characteristic impedance at the corresponding port. In this

case, the input and output ports, as well as each of the breakdown antennas included

in the simulation, are each considered ports in this matrix. The Z-matrix may be

used to obtain an equivalent series resistance, analogous to the Rbd calculated earlier,

defining the coupling between the input port and the antenna in question. For the case

of a two-port network, represented schematically in Fig. 2.53, the equivalent series

impedance Zeq is given by:

Zeq = Z22 −
Z21Z12

Z0 + Z11

, (2.39)

where Znm is the element of Z in the nth row and mth column, and Z0 is the output

impedance of the source connected to port 1. The advantage of this method is that it

explicitly considers only the power flowing from the input port to the antenna. Resistive

losses and other ports are correctly modelled as loads.
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2.4.2 Finite-Time Broadband Quantity

A further improvement that could be implemented to the calculation of E∗ is the

inclusion of the effect of stored energy, which has been identified as the source of

discrepancy between E∗ calculation and experimental results in Sec. 2.3.1. The fact

that group velocity plays an important role in determining the gradient that a structure

can reach implies that transient phenomena are inherently important, and thus that

the bandwidth of the structure should be considered. This can be seen from the way

the complex S-parameters of an RF network contain information about the energy

stored within it. For example, the Q of a resonator, which defines the bandwidth of

its frequency response as Q = ω0/∆ω, also allows the stored energy to be calculated

as Q = ω0Estored/Ploss [68]. The discharging of the stored energy in an RF cavity is a

transient phenomenon, meaning that it involves a finite bandwidth rather than a single

frequency point. Thus, an equivalent to Rbd which takes into account the coupling over

the full bandwidth of the structure might result in an E∗ that is sensitive to the stored

energy, and thus more applicable to low group velocity and standing-wave structures,

as well as making a bridge between RF and DC.

Fig. 2.54 shows the real part of Zeq, denoted Req, calculated by obtaining a Z matrix

from a numerical simulation of the C3 structure geometry described in Sec. 2.3.1, then

using the values of this matrix in (2.39). As with Rbd, Req has greater values for smaller

aperture sizes, implying the ability to sustain a higher unloaded electric field before

breakdown. The bandwidth of Req also appears to increase with aperture size, which

is consistent with the increase of bandwidth of a structure as the coupling is increased.

Req appears to be the largest at the edges of the passband of the structure, which

is consistent with the group velocity approaching zero at these frequencies. It tends

to zero far away from the operating frequency of 12 GHz, seemingly implying infinite

power coupling to the breakdown at those frequencies. However, one should keep in

mind that in the power delivered to the breakdown depends on not only the equivalent

series impedance Zeq but also the equivalent open-circuit voltage, Veq, obtainable from

the Z-matrix as:
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Figure 2.54: Req in Ω vs. RF frequency in GHz in the C3 structures. Different coloured
plots represent C3 structures of different aperture sizes as indicated in the legend. Due
to the 2π/3 phase advance of the structure, the operating frequency of the structure is
offset from the centre of its bandwidth, leading to asymmetry with respect to frequency
in these plots. Top: At the iris apex. Bottom: At the location of peak surface electric
field, a few millimetres from the iris apex. See Fig. 2.14 for the electric field distribution
in the cell.
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Veq = V1
Z21

Z11

(2.40)

In this work, Veq was calculated directly by multiplying the unloaded surface electric

field obtained from a finite-element simulation by the antenna length. Outside the

operating bandwidth of a typical accelerating structure, the surface electric field for

a given input power is very low compared to that within the bandwidth. (This is

equivalent to the value of Z21/Z11 being very low outside the operating bandwidth.)

Thus, despite Req being low, very little power can be coupled to the breakdown at

these frequencies. A future improvement to the method might be to take into account

the variation of Veq with frequency.

Considering a range of frequencies rather than just a single frequency point means

that transients are now important. The problem cannot be easily solved in the fre-

quency domain as the breakdown loading is nonlinear. Thus, a completely correct

solution would require a numerical time-domain solution that takes into account both

the frequency-dependent source impedance and the nonlinear load. While such a so-

lution is possible, it was hoped that a much simpler alternative would be available by

making an assumption about the transient response of this system. The emitted cur-

rent as a function of time was assumed to have the same shape in every case, with the

only possible difference between cases being scaling by a constant factor. This would

mean that the same procedure for calculating E∗ could be used as before, as long as

the values of Req and the emission function were modified to take into account the

assumed functional form of the emitted current.

If the emission of current during a breakdown is assumed to occur in very short, intense

impulses that are much shorter in time than the response time of the structure, they

can be approximated with the use of the Dirac delta function δ(t):

i(t) = Qδ(t), (2.41)
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where i(t) is the emitted current as a function of time and Q is the total charge emitted

in such an impulse. This would mean that the voltage v(t) across the antenna, which

would appear as a result of the structure’s response to this emission of current, would

be given by:

v(t) = i(t) ∗ req(t) = Qreq(t), (2.42)

where req(t) = FT−1[Req(f)], with FT−1 representing the inverse Fourier transform, is

the impulse response of the system as seen by this antenna. This would mean that the

total energy U associated with this impulse is given by:

U =

∫ ∞
−∞

i(t)v(t)dt = Q2req(0) = Q2

∫ ∞
−∞

Req(f)df (2.43)

Thus, the quantity:

K =

∫ ∞
0

Req(f)df (2.44)

Figure 2.55: K vs. position along the surface in mm. The position is defined by the
arrow shown in Fig. 2.15, where 0 is the iris apex. Different coloured plots represent
C3 structures of different aperture sized as indicated on the legend.
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would appear to be a good candidate for a broadband equivalant for Rbd with the

assumption that the current is emitted over a very short period. (N.B.: As the structure

being simulated is a physical system in which electric field and current take on real

values only, Req(f) has even symmetry around zero frequency. Thus, the integral only

needs to be taken over the limits 0 and ∞, rather than −∞ and ∞)

However, as shown in Fig. 2.55, this does not appear to give results in line with

expectations. For example, the peak value of K for the 3 mm iris radius is greater

than the peak K for the 2.5 mm iris radius. This does not reflect the behaviour seen in

Fig. 2.54, where, for each aperture size simulated, the peak value of Req over frequency

decreased monotonically as the aperture size was increased. The peak in K does not

seem to diminish with increasing aperture size, a behaviour seen with Sc in Fig. 2.22.

On the other hand, an integral of the square of Req, denoted L, appears to give much

better results:

L =

√∫ ∞
0

Req(f)2df (2.45)

Figure 2.56: L vs. position along the surface in mm. The position is defined by the
arrow shown in Fig. 2.15, where 0 is the iris apex. Different coloured plots represent
C3 structures of different aperture sized as indicated on the legend.
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Plots of L for various C3 geometries calculated using (2.45) are shown in Fig. 2.56. L

appears to decrease monotonically with aperture size, corresponding to a lower max-

imum unloaded electric field, as is expected. The distribution of L as a function of

position on the surface also becomes flatter as the aperture size is increased, like Sc.

As was the case with Rbd, the value of L is greatest at the location of peak E0.

A physical explanation consistent with the use of L is as follows: not all of the power

absorbed in the breakdown is done so by the emission site. In fact, one of the as-

sumptions made for this model in Sec. 2.2 is that the antenna represents a stream of

emitted charged particles. Power must also be provided to the emission site itself for

it to heat up enough to undergo runaway. The main mechanism for this is thought

to be resistive heating of the site due to the current flowing through it. However,

not all of the RF power absorbed by the breakdown contributes to the heating of the

breakdown site. Some of the power absorbed causes an increase in the kinetic energy

of the emitted electrons, which either escape the structure or collide with the walls of

the structure relatively far from the emission site. The power actually causing heating

of the breakdown site is proportional to the square of the instantaneous voltage v(t)

across this resistance. In this case, the energy delivered to just the emission site for an

impulse excitation is given by:

U =

∫ ∞
−∞

v2(t)

Rl

dt =
Q2

Rl

∫ ∞
−∞

r2eq(t)dt =
Q2

Rl

∫ ∞
−∞

R2
eq(f)df, (2.46)

where Rl is the resistance causing the heating of the emission site. Parseval’s theorem

was used to move between the time and frequency domains for convenience [84]. While

the value of Rl is unknown, it can be absorbed by the proportionality constant k of

the emission function, as long as all candidate breakdown sites have similar properties.

The square root of the integral is taken for consistency in dimensions.

Fig. 2.57 shows the correlation of the new quantity L with the local surface electric

field E0. One can see that this quantity is no longer a simple quadratic function of

E0, as was the case with Rbd, shown in Fig. 2.27. The smaller the aperture size, the
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Figure 2.57: L vs. unloaded surface electric field E0. Different coloured points represent
C3 structures of different aperture sizes, as indicated on the legend. Left: E0 values
given for unit accelerating gradient. Right: E0 values given for 1 W input power.

Figure 2.58: L vs. Rbd for C3 structures of different aperture sizes, as indicated on the
legend. Results for the T24PSI and the first cell of the CLIC Crab Cavity, normalised
to an antenna length 0.1 mm, are also shown. Solid lines represent linear fits to the
C3 structure data, whereas dashed lines represent linear fits to the data from the Crab
Cavity and T24PSI. Error bars have been omitted for clarity.
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greater the deviation from the quadratic dependence L ∝ E2
0 . This can be seen more

clearly in Fig. 2.58, where L is plotted against Rbd for the each location and aperture

size. Here it can be seen that for each aperture size there is an approximately linear

relationship between L and Rbd. The proportionality constant appears to decrease

as the aperture size becomes smaller, corresponding to lower group velocity. The

value of L becomes smaller than expected, implying lower breakdown fields. This is

good because Rbd predicted gradients which were unrealistically large for low group

velocities, as discussed in Sec. 2.3.1. The slope on which the points in Fig. 2.58 lie

can be interpreted as representing the relative contributions of the external power flow

and local stored energy to the breakdown, with a steep slope, as with the 4, 5, and

6 mm aperture sizes for the C3 structure, corresponding to negligible stored energy,

and shallower slopes corresponding to increasingly larger stored energy contributions.

Figure 2.59: Maximum accelerating gradient without beam loading vs. aperture size
and group velocity as a fraction of c. Blue curve: with a maximum permitted Sc of
3.5 MW/mm2. Red curve: with a maximum permitted P/C of 2.1 MW/mm. Yellow
curve: with a maximum permitted E∗ of 120 MV/m.

A calculation of E∗ was performed for the C3 geometry as outlined in Sec. 2.3.1, with

the exception that Rbd was replaced with L. As L has different units to Rbd and a
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different range of values, a different proportionality constant for the emission function

(2.8) had to be chosen. In this case, a value of 7.5× 10−18 Am3/2V−3/2 was chosen for

k.

Figure 2.60: Surface electric field in MV/m vs. product of breakdown current and
antenna length in Am for a 3 mm aperture radius and 100 MV/m accelerating gradient.
Solid purple line: loading plot for the antenna at position 4, as per Fig. 2.15. Dotted
lines: emission functions with various values of k as indicated on the legend, with
kc = 7.5× 10−18 Am3/2V−3/2.

To obtain an estimate for the appropriate value for k, it was decided that the emission

function should cross the loading curve of the antenna close to the midpoint between

its x- and y-intercepts. An example using the antenna at position 4 (the location at

which most breakdowns would normally occur in experiments) for the 3 mm aperture

radius C3 structure is shown in Fig. 2.60. If the value of k were much larger or much

smaller, the emission function would either be very close to the horizontal axis or very

close to the vertical axis. This would mean that the E∗ value would always be either

very close to zero or E0 respectively. Neither result would be very useful. k was then

fine-tuned to give the closest match to the Sc curve in Fig. 2.59.

The exponent n = 3
2

remained the same as in Sec. 2.3.1. A comparison of the max-

imum gradient for different aperture sizes for the C3 structure was made, using the

recalculated values of E∗, Sc, and P/C, with the result shown in Fig. 2.59. In contrast
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with the results obtained using Rbd, shown in Fig. 2.24, there is much better agreement

between E∗ and Sc, even for low group velocities.

A system with a finite bandwidth has a finite transient response to an excitation, with a

narrower bandwidth corresponding to a larger time constant. Thus, a single-frequency

model corresponds to a steady-state condition with no transient effects. Since the finite

stored energy can only provide power to the breakdown for a finite amount of time, the

contribution of stored energy to the evolution of a breakdown is necessarily a transient

effect. Considering the impedance of the structure over a finite bandwidth appears to

have achieved the desired effect of including the contribution of stored energy to the

problem, resulting in predictions of maximum gradient much closer to those of Sc.

Figure 2.61: E∗ in MV/m for an accelerating gradient of 100 MV/m vs. position along
the surface in mm. The position is defined by the arrow shown in Fig. 2.15, where 0
is the iris apex. Different coloured plots represent C3 structures of different aperture
sized as indicated on the legend.

Using L instead of Rbd results in a distribution of E∗ within the cell as shown in

Fig. 2.61. As expected, the peak value in all cases is about 1.5 mm off the iris apex, as

with Sc, shown in Fig. 2.22. The general behaviour is similar to that with Rbd, shown in

2.23, though the peak at the 1.5 mm position remains present even for riris = 2.5 mm,

which was a possible problem with Rbd that was identified earlier.
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L was also calculated for two X-band geometries that have been experimentally tested,

the T24PSI structure and the CLIC Crab Cavity. The antenna locations and simulation

conditions were the same as described in their respective sections 2.3.5 and 2.3.4. A

comparison of the L and Rbd values, normalised to an antenna length of 0.1 mm, for

these geometries is also shown in Fig. 2.58. The resulting values are in the same order

of magnitude as those of the C3 structures, reflecting the similarities in their overall

dimensions. The ratio L/Rbd for the two tested structures also appears reasonable

given their respective group velocities.

All of the sets of points, with the exception of those corresponding to the T24PSI

structure, roughly form lines crossing the origin. This is due to the tapered design of

this structure, which means that the properties of each individual cell, including the

group velocity, vary along the length of the structure. Since the group velocity of a cell

determines the ratio of power flow to stored energy, it should in turn determine L/Rbd.

Therefore, it should follow that due to the tapering of the T24PSI structure, each cell

would have a different L/Rbd, meaning that the points representing them in Fig. 2.58

do not form a line crossing the origin.

Figure 2.62: Req in Ω vs. RF frequency in GHz in the T24PSI structure. Blue: for an
antenna on iris 2. Red: for an antenna on iris 12. Yellow: for an antenna on iris 24.
Antenna locations are shown in Fig. 2.38, with iris 1 representing the iris closest to the
RF input.
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Figure 2.63: Req in Ω vs. RF frequency in GHz in the first cell of the CLIC Crab
Cavity. Blue: at the 0◦ position. Red: at the 45◦ position. Yellow: at the 90◦ position.
Positions are defined as per Fig. 2.34.

Plots of Req(f) are shown for the T24PSI structure in Fig. 2.62, and for the Crab

Cavity in Fig. 2.63. Of interest is the way the bandwidth decreases when moving along

the T24PSI structure, which is possibly due to the tapering in the structure’s group

velocity. On the other hand, the plots of different locations in the first cell of the Crab

Cavity resemble each other, but are scaled differently - reflecting the fact that all three

antennas are located in the same cell, but have different couplings to the operating

mode of the structure.

The predicted value of Req(f), according to the analytical model discussed in Sec. 2.2.1,

is plotted for the iris apex of the C3 structure in Fig. 2.64. While the shape of the func-

tion is very different from its equivalent obtained from the finite element simulations,

as in Fig. 2.54, the way in which it is scaled down in resistance and stretched on the fre-

quency axes with increasing aperture size shows a strong resemblance. The difference

between the two is likely due to the fact that the analytical model assumes an infinitely

long structure that is well impedance-matched over its entire bandwidth, whereas the

structure that was simulated had a finite length and could only be impedance matched

over a small bandwidth close to its operating frequency. A calculation of an analytical

equivalent of L, denoted Lan, was performed as follows:
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Figure 2.64: Req,an in Ω vs. RF frequency in GHz, on the iris apex of C3 structures.
Different coloured curves represent C3 structures of different aperture sizes, as indicated
on the legend. The values were calculated using the analytical formula (2.28) and
eigenmode results of the cell geometry.

Lan =

√∫ ωπ

ω0

Req,an(ω)2dω, (2.47)

where Req,an refers to the value of Req obtained from the analytical model as per

Eq. (2.28). This results in values that are very well correlated to their equivalents

calculated in finite element simulations for the same geometry and location, as demon-

strated in Fig. 2.65. This means that for accelerating structures operating in the TM010

mode, which CLIC structures are an example of, the R/Q, spatial distribution of sur-

face electric field, and dispersion curve (all obtainable from an eigenmode solution),

are all that is required for an accurate prediction of E∗ and thus the breakdown limit.

Since this is also the case for the broadband model, accurate predictions for low group

velocity structures should also be possible.

2.5 Extension to DC

As discussed in Sec. 2.1.4, the ideal breakdown quantity should also encompass the case

of zero frequency, i.e. DC. None of the quantities discussed thus far works for DC: Sc
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Figure 2.65: Lan, obtained from (2.47) and eigenmode results vs. L, calculated via
finite-element simulations. Different coloured points represent C3 structures of different
aperture sizes, as indicated on the legend.

and P/C both predict that a DC experiment should be able to hold an infinite surface

field, since there is no power flow in the steady state, whereas Boyd’s formulation

of Kilpatrick’s criterion discussed in Sec. 2.1.4 predicts breakdowns at zero field. A

quantity for DC is needed not just for completeness, but because DC experiments are

much simpler and cheaper to set up and instrument than RF tests, especially for testing

candidate materials for accelerating structures, as well as investigating the fundamental

science of breakdowns. The majority of the applications of breakdown science also

involve DC rather than RF fields. Furthermore, a consistent theory encompassing

both RF and DC results can be applied to new problems with confidence.

A number of behaviours have been observed in the LES, a DC breakdown experiment at

CERN complementary to development of accelerating structures for CLIC (see Sec. 1.5)

which are believed to be important in constraining the behaviour of E∗ when applied

to a DC experiment. They are as follows:

• The temporal distribution of breakdowns within high voltage pulses (Sec. 2.5.1).

• The spatial distribution of breakdowns in various electrode configurations (Sec. 2.5.2).
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• The dependence of the maximum attainable electric field on the size of the inter-

electrode gap (Sec. 2.5.3).

This is followed by a discussion of an attempt to apply E∗ to a theoretical geometry

qualitatively resembling that of the LES, and a comparison of the results to experi-

mental data in Sec. 2.5.4.

2.5.1 Breakdown Times

Figure 2.66: Voltage in kV (red) and current in A (blue) vs. time in µs in a typical
pulse without a breakdown in the LES [85].

Figure 2.67: Number of accumulated breakdowns vs. time relative to the start of the
high voltage pulse in µs, in a pair of electrodes in the LES [86].

It is clear that quantities based purely on power flow cannot be used unmodified at

DC, as no power flows in a DC experiment in the charged, non-breakdown state. There
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Figure 2.68: Sc, in arbitrary units (with blue representing zero and red representing the
greatest value) vs. transverse position in the gap of the LES when a 100 MHz sinusoidal
voltage is applied to the input. Left: With 40 mm diameter circular electrodes installed.
Right: With 60 mm diameter circular electrodes installed.

is only power flow when charging and discharging the system, meaning that a quantity

based on power flow would predict breakdowns to occur only at those times. Fig. 2.66

shows an example of current and voltage waveforms in the LES, demonstrating the

lack of power flowing in or out of the system for most of the pulse. On the other hand,

Fig. 2.67 shows the distribution of breakdown times relative to the start of the high

voltage pulse for a typical run in the LES. It is clear that the timing of breakdowns is

much better correlated with the voltage pulse shape rather than the power. The idea

that power flow has to be considered for the system during a breakdown, separately

from the case in which there is no breakdown, as per the E∗ model seems a more

satisfying explanation of this behaviour.

2.5.2 Breakdown Locations

Despite the inconsistency in the time of the breakdown, Sc does appear to predict

the spatial distribution of breakdowns in the LES correctly. Fig. 2.68 shows the

distributions of Sc for 40 mm and 60 mm diameter electrodes. Rather than a DC

voltage, an RF signal at an arbitrarily chosen frequency of 100 MHz has been assumed

to be incident at the input port. In both cases, the Sc is highest at the edge of the

electrode, despite the E field being almost uniform within the gap. The larger Sc at
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Figure 2.69: Images of 60 mm diameter DC electrodes after testing, both showing
breakdown craters concentrated on the edges of the electrodes and grouped into four
island. Left: Tested at CERN, with breakdown craters appearing as dark points [87].
Right: Tested at the University of Helsinki, with breakdown craters appearing as white
points [88].

Figure 2.70: The cathode from a DC test involving a large cathode and a small anode.
Breakdown craters appear as white points, concentrated in a 40 mm diameter ring [89].
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the edge of the electrode appears consistent with better accessibility to incident power

from the input port. A dependence on the proximity of the chamber wall can also

be seen with the larger electrodes, with the appearance of four ‘islands’ of peak Sc.

Images of electrodes tested in both this system and a very similar one at the University

of Helsinki [85], shown in Fig. 2.69, show a distribution of breakdown craters consistent

with this pattern.

It was initially suspected that the reason for the clustering of breakdowns on the edges

of electrodes was field enhancement on the corners of the electrodes, resulting in a 25%

higher electric field there than in the centre of the electrode [90]. Further investigations

into this have not supported this hypothesis. The clustering remained when electrodes

with a specially optimised edge profile, which limited the field enhancement to 3%,

were used. Another test involved the used of a large-diameter cathode and a smaller-

diameter anode. This configuration removed the field enhancement at the cathode

completely. The clustering of breakdowns on the edge of the anode still remained (see

Fig. 2.70), suggesting that either the anode plays a role in breakdown, or that the field

enhancement is not the cause of the clustering. The effect of power flow during the

onset of breakdown thus appears to be a better explanation.

2.5.3 Gap Size Dependence of Maximum Field

Another interesting phenomenon that has been observed in the LES is the dependence

of maximum attainable electric field on the gap size. A fresh pair of electrodes was

first fully conditioned, then a series of runs was performed in which ceramic spacers

of different thicknesses were installed and the electrodes were re-conditioned with a

gap size that varied between 20 µm and 100 µm [91]. The electric field applied was

controlled by a feedback system which attempted to keep the breakdown rate at a

constant value. A plot summarising these runs is shown in Fig. 2.71. It this plot, it

can be seen that a higher field could be reached when the gap size was smaller, despite

the otherwise identical experimental setup. It was found by Profatilova et. al. that

the maximum field followed the relation E · d0.28 = const. Fig. 2.72 shows the result of
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Figure 2.71: Surface electric field in MV/m vs. number of voltage pulses applied for
various gap sizes in the LES [91]. Black: 100 µm gap. Red: 60 µm gap. Blue: 40 µm
gap. Green: 20 µm gap.

Figure 2.72: Normalised surface electric field in MV/m vs. number of voltage pulses
applied for various gap sizes in the LES [91]. The normalisation was performed by
multiplying the field by (d/d0)

0.28 has been applied to the field value to take into
account the gap size dependence observed, where d is the gap size and d0 = 100 µm.
Black: 100 µm gap. Red: 60 µm gap. Blue: 40 µm gap. Green: 20 µm gap.
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Figure 2.73: Cutaway views of the internal volume of the simplified DC system, with
the locations of antennas shown as white lines with yellow circles around them. Left:
cut vertically. Right: cut horizontally.

normalising the electric field using this factor of d0.28, showing a smaller spread in the

maximum value of normalised electric field between the different runs than there was

with the raw electric field value.

2.5.4 E∗ for a Theoretical DC Geometry

A calculation of E∗ for the LES was attempted to check if the experimental observa-

tions discussed could be reproduced in simulations. Unfortunately, achieving numerical

convergence in the electromagnetic simulation proved difficult due to the very small

inter-electrode gap size and large and complicated geometry of the rest of the chamber.

As a preliminary step towards calculating E∗ for the LES, a simplified geometry was

designed to check whether the qualitative behaviour of the LES seen in experiments

could be reproduced in simulations.

This simplified geometry is depicted in Fig. 2.73. It features two cylindrical electrodes,

60 mm in diameter, separated by a small gap. This represents the electrodes of the LES.

For easier meshing, the gap size in this model was much larger (between 0.5 mm and

4 mm) than the real LES, in which the gap could be varied between 20 µm and 100 µm

(due to limitations of the maximum voltage that could be applied). To represent the

windows in the LES chamber, four cylindrical protrusions were added to the simplified

geometry. No ceramic spacer was included. Also, the simplified geometry did not have

any feedthroughs for connecting the power supply. Instead, the entire top and bottom
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Figure 2.74: Fields vs. transverse position in the gap of the simplified DC system when
a 500 MHz sinusoidal voltage is applied to the input. Top: Electric field. Bottom: Sc.

surfaces were defined as coaxial ports. Antennas were placed on a 45◦ sector of one of

the electrodes: one in the centre of the electrode, three 13.35 mm from the centre, and

five 27 mm from the centre, close to the edge. The antennas were all 0.5 mm long.

Fig. 2.74 shows the distribution of the electric field E and the Sc between the two

electrodes. The Sc distribution seen in the full LES geometry, as shown in Fig. 2.68,

qualitatively resembles that seen with the simplified geometry, with the maximum val-

ues being located near the edges of the electrodes, and slightly lower near the windows

than away from them.

The equivalent series resistance Req for each antenna was obtained by taking the real

part of Zeq, which was itself calculated using Eq. 2.39. In this calculation, a source

impedance value of Z0 = 7.5 Ω was used. This is the characteristic impedance of a

coaxial transmission line with a 60 mm diameter inner conductor and a 68 mm diameter

outer conductor [68] - the dimensions of the simplified DC system away from the
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Figure 2.75: Req in Ω vs. frequency in GHz, for a 1 mm gap size in the simplified DC
system. Different coloured curves indicate different antenna locations relative to the
centre of the electrode, as indicated on the legend. Shaded areas indicate frequencies
excluded from integration, see Fig. 2.78.

gap. Thus, there should be no impedance mismatch at the ports of the system; it

is equivalent to extending the electrodes and chamber vertically to infinity. With no

impedance mismatch between the inter-electrode gap and the power source, the results

of this calculation should pertain to the gap and windows only, and no other features.

It should be noted, however, that this is not the case in the actual LES, which is

fed with a 50 Ω coaxial cable from the high voltage-power supply, and has multiple

impedance mismatches within the vacuum chamber between the high-voltage vacuum

feedthrough and the gap. This impedes the flow of power from the power supply,

and can result in resonances in the vacuum chamber which store energy locally. Such

resonances were measured in the LES vacuum chamber are are discussed in a different

context in Sec. 3.3.

A plot of Req(f) for each of the antennas is shown in Fig. 2.75, for a gap size of 1 mm.

In describing the location of each antenna, r represents the distance from the centre,

and θ represents the polar angle such that 0◦ is aligned with one of the windows. The

behaviour seen in these results appears generally consistent with the Sc simulation,

most clearly visible roughly between 3 and 4 GHz. Excluding the peaks at around

2.6 GHz and 4.1 GHz, the value of Req is strongly correlated with the distance of the
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Figure 2.76: Req in Ω vs. frequency in GHz, for the r = 27 mm, θ = 45◦ position.
Fluctuations visible between 1 and 2 GHz are caused by numerical errors in the simu-
lation. Blue: for a gap size of 0.5 mm. Red: for a gap size of 1 mm. Yellow: for a gap
size of 2 mm.

antenna from the centre, with the different plots forming three distinct groups of r = 0,

r = 13.5 mm, and r = 27 mm. The centre antenna has the largest Req and the antennas

close to the edge of the electrode have the smallest Req. With a constant unloaded

electric field over the entire electrode surface, this should correspond to breakdowns

being most likely to occur closest to the edge of the electrode as seen in experiments.

Contrary to the case of a resonant accelerating cavity, a DC experiment does not have

any design frequency other than zero. This precludes the use of the single-frequency

method for calculating E∗, since no power can be coupled through an antenna at DC.

This left the broadband method, formalised in Eq. 2.45, as the only practical way of

completing the calculation. However, integrating R2
bd over frequency was problematic

with the resonant peaks pointed out above, as they would dominate the result of the

integration and produce results inconsistent with experiment. Specifically, it would

result in E∗ having the smallest value at the edges of the electrode, the location where

most breakdowns occurred during testing. It is believed that the peaks correspond to

resonant modes of the inter-electrode gap which do not couple well to the TEM mode

of the coaxial input, and thus that they should be excluded from the calculation of L.
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Figure 2.77: Xeq in Ω vs. frequency in GHz, for a 1 mm gap size in the simplified DC
system. Different coloured curves indicate different antenna locations relative to the
centre of the electrode, as indicated on the legend.

It was thus decided to perform the integration as normal, but over a frequency range

excluding the peaks.

To do this, some consistent and quantitative way of defining the frequencies the inte-

grate over had to be devised. This was important as the centre frequency and band-

width of the resonant peaks depended on the gap size, as can be seen in Fig. 2.76,

which meant that the frequency range had to be different for each gap size. While

a future method might incorporate the transfer function which would describe how

the fields in the gap couple to the fields at the input port, it was decided to use a

simple, less-general method here. One method which appeared to work well used the

imaginary part of Zeq, Xeq, which is depicted for a 1 mm gap size in Fig. 2.77. In this

figure, resonances can be seen at around 2.6 GHz and 4.1 GHz, corresponding to the

ones seen in the real part. The resonances are superimposed onto a large capacitive

reactance that is most likely the result of the capacitance of the respective antenna.

The reactance Xc of a capacitor C as a function of frequency f is given by [69]:

Xc(f) = − 1

2πfC
(2.48)
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Figure 2.78: Residual Xeq in Ω vs. frequency in GHz, for a 1 mm gap size in the
simplified DC system. Different coloured curves indicate different antenna locations
relative to the centre of the electrode, as indicated on the legend. The black vertical
lines show the frequencies at which Xeq,resid crossed 5% of the positive and negative
peak values. Shaded areas indicate frequencies excluded from the integration of Req.

To be able to see the resonances more clearly, Xc(f) was fitted to each of the plots

in Fig. 2.77. A value for C was chosen for each plot that gave the minimum mean-

squared difference between Xeq(f) and Xc(f). The residual reactance Xeq,resid for

each antenna was then calculated by subtracting the fitted function Xc(f) from the

simulation results, i.e.:

Xeq,resid(f) = Xeq(f)−Xc(f) (2.49)

The result for a 1 mm gap is shown in Fig. 2.78. The frequency limits of the integration

were defined from this plot as the frequencies at which the value of Xeq,resid(f) crossed

5% of its positive and negative peak values, and are shown in Figs. 2.75 and 2.78

as vertical black lines. In each case, there were two frequency bands over which the

integration was performed. As shown in Fig. 2.75, these were 0.5 - 2.5 GHz and 2.6 -

4 GHz for the case of the 1 mm gap size.

The result of integrating R2
bd(f) over a frequency range defined in this way is shown

for all of the antenna locations and gap sizes in Fig. 2.79. Qualitatively, the results

appear consistent with behaviours seen in experiment, in that L decreases moving from
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Figure 2.79: Quantities vs. position relative to the centre of the electrode in the
simplified DC system. Different coloured points indicate different gap sizes. Left: L
for an antenna length of 0.5 mm. Right: E∗ for an unloaded gap field of 100 MV/m.

the centre of the electrode to the edge, and also decreases as the gap size is increased.

For a constant unloaded electric field E0, a lower value of L corresponds to a higher

breakdown rate. There is also a small angular dependence of L on the edge of the

electrode, with the 0◦ position, aligned with the window, having a slightly higher L

than positions not aligned with the window. This is also consistent with both the

distribution of Sc and crater locations seen in experiments.

Using these values of L, and a uniform E0 of 100 MV/m, E∗ values were calculated

using the same procedure as for the RF structures discussed in previous sections, also

shown in Fig. 2.79. As the L values obtained for this geometry were much smaller

(by about a factor of 60 when normalised to the same antenna length), a different

emission function was used, with k0 = 6.7× 10−16 Am3/2V−3/2, which is about two

orders of magnitude larger than that used for the RF structures. Since this geometry

is theoretical and does not correspond to any physical experiment, there was no data

to fit the value of k0 to. Using the same value of k0 as in the RF case, however, would

have resulted in E∗ being very close to E0 for every antenna location. If this were the

case, there should be no dependence on the gap size, which is also inconsistent with

experimental results. Without a simulation that resembles the true geometry of the

LES, or an experiment using the simplified geometry, no more information about what

value k0 should have for a DC experiment can be obtained.
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Figure 2.80: Surface electric field in MV/m vs. product of breakdown current and
antenna length in Am, for a 0.5 mm gap size and and unloaded gap field of 100 MV/m in
the simplified DC system. Different coloured lines represent different antenna locations
relative to the centre of the electrode, as indicated on the legend. Black dashed line:
emission function.

A breakdown loading plot representing this calculation for a 0.5 mm gap size is shown

in Fig. 2.80. If the same value of k0 were used as for the RF structures, the resulting E∗

would be very similar for all situations, without any location or gap-size dependence. It

should be noted, however, that the frequency dependence of E∗ is not fully understood

yet. Thus, it may be reasonable to scale either k0 or L with frequency.

As with the experimental results from the LES, a gap-size dependence of E∗ was found

in this study. The dependence of the minimum value of L on the electrode for each gap

size is plotted as a function of the gap size in Fig. 2.81. The location of the minimum

value of L is the one at which most of the breakdowns are expected to occur, and thus

defines the breakdown rate of the system as a whole. To make this result comparable

with the experimental results from the LES, the value of E0 for an arbitrarily chosen

maximum allowed value of E∗ of 100 MV/m for each gap size was also calculated and

shown in Fig. 2.82. This reflects the way the gap-dependence study in the LES was

conducted, in which the breakdown rate was kept constant whilst the maximum electric

field was measured for each gap size. L appears to be proportional to the gap size to

the power −0.55± 0.05, with a reasonably good fit to this power-law dependence. E0,
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Figure 2.81: L in Ω Hz1/2 vs. gap size in mm, in the simplified DC system. Each point
represents the the minimum value of L over the entire electrode at a given gap size.
The line represents a power-law fit of L ∝ gap−0.66±0.05.

Figure 2.82: The maximum unloaded gap field in MV/m vs. gap size in mm, in the
simplified DC system for a maximum permitted E∗ of 100 MV/m. The points represent
simulation results, and the line represents a power-law fit of Egap,max ∝ gap−0.068±0.004.
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has a weaker dependence on the gap size, with an exponent of −0.068 ± 0.004. This

is much lower than the -0.3 seen in the experiment, though in the correct direction,

with larger gaps resulting in lower unloaded gap fields. The dependence of E0 on the

gap size should be very small for large gaps, because in this model the E∗ can never

be larger than E0. Thus, with a setup such as this one in which E0 always decreases

with increasing gap size, E0 will asymptotically tend to the limiting value of E∗. This

means that a power-law dependence cannot hold for all gap sizes in this model.

This asymptotic behaviour could potentially be a way of experimentally measuring the

value of E∗, and thus help with characterising the emission function. So far in this

thesis, no other way of measuring E∗ during a breakdown has been identified. Only the

unloaded surface field E0 and the impedance quantities L and Rbd have been calculated.

Such an experiment would involve progressively widening the inter-electrode gap, and

for each gap size, measuring the breakdown rate as a function of surface electric field.

Since, as detailed above, it is expected that E∗ tends to E0 for large gap sizes, the

breakdown rate at a given E0 should become independent of the gap size for large

enough gap sizes. In this regime, it should be the case that E0 ≈ E∗. Since, E0

can be easily calculated, this means that the breakdown rate can be measured as a

function of E∗, i.e. BDR(E∗). If it can be shown that this dependence BDR(E∗) is

consistent between multiple experiments with electrodes of different geometries, then

it might become possible to deduce the maximum E∗ in an experiment based on the

current breakdown rate. This might then allow the emission function to be determined

experimentally as well, since E0, L, and E∗ would all be known under any given

conditions.

The maximum voltage reachable by the LES may prove to be a limitation to such

a measurement if this asymptotic behaviour only appears with very large gap sizes,

thus requiring high voltages to set up the required electric field. If no experimental

evidence for this asymptotic behaviour is found, this may also prompt modifications

to the theory.
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2.5.5 Conclusions

Due to the difficulty in simulating the actual geometry with which the experiments

were performed, direct quantitative comparisons cannot be made. The simplified model

studied here had much lower L values than those of the X-band RF structures, though

this may be a result of the unknown scaling of E∗ with frequency. It may also be

due to the fact that the geometry had an extremely high group velocity of close to c,

and the C3 structure study discussed in Sec. 2.3.1 showed that higher group velocites

correspond to lower Rbd and L values.

Nevertheless, the predicted behaviour is qualitatively consistent with experimental data

showing a clustering of breakdown craters on the edges of the electrodes away from

the viewports, and a decrease in maximum reachable field as the gap size is increased.

This shows that the idea of the breakdown rate being a function of breakdown-loaded

surface electric field is compatible with experimental results from the LES. A possible

avenue for probing the exact form of the emission function, along with the dependence

of the breakdown rate on E∗, by investigating the gap-size dependence in more detail

has been identified. Simulating the exact setup used in experiment, or simplifying the

experiment in a way that would make simulations easier, would significantly increase

the usefulness of the DC results in further developing the breakdown model.

2.6 Conclusions and Future Work

In this chapter, a new model quantifying the power flow during vacuum breakdowns

in normal-conducting high-electric-field devices has been presented. Two options were

considered for the impedance quantity. One is the single-frequency quantity Rbd, re-

lating to the steady-state case, not taking stored energy into account. The other is the

broadband quantity Req(f), which shows the behaviour of the system over a range of

frequencies, thus providing additional information about the local stored energy avail-

able to provide power to the breakdown. Using the integral L =
∫∞
0
R2
eq(f)df as an

impedance-like quantity that can be used to determine the loaded surface field during
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a breakdown gives results that work with low-group-velocity structures that have a

large contribution from the local stored energy. It is possible that this quantity may

not be valid in all cases, and some other function of Req(f) may have to be formulated

to produce a more general model.

The emission function is not known with certainty, but a possible one was found that

appears to give results consistent with the X-band RF structures that were studied

for this thesis. With more data, possibly from a dedicated experiment, it might be

possible to define the function more accurately. It may also be possible that the

limiting quantity is not the loaded electric field, but a different quantity such as the

power delivered to the breakdown. Other details such as the dependence on frequency

and pulse length, which are used in the design of particle accelerators by means of

empirical scaling laws, might have an influence on the emission function.

An analytical circuit model for simple travelling-wave RF structures was derived and

shown to exhibit the same behaviour as full-wave electromagnetic simulations, support-

ing the validity of the model and presenting a possible practical method of designing

and optimising accelerating structures using the breakdown-loaded antenna model.

Experiments that could be useful to consider in the future to further validate and

constrain the theory have been identified and are described below. In both cases,

behaviours that seem consistent with the results have been identified and need to be

verified quantitatively.

2.6.1 ITER Neutral Beam Injector

MITICA is a prototype of the Heating Neutral Beam (HNB) injector [92] for the ITER

(International Thermonuclear Experimental Reactor) fusion reactor [93]. It is designed

to output a 40 A DC neutral deuterium beam at an energy of 1 MeV, and consists of

an RF ion source that produces D- ions, an electrostatic accelerator, and a neutraliser

to remove the excess charge from the accelerated ions to produce a neutral beam.
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The Voltage-Holding Prediction Model (VHPM) was developed to guide the design

of the high voltage DC components of the neutral beam injector, and predict the

maximum voltage they can sustain [94]. It was based on the Cranberg-Slivkov model

[95], [96], but adapted to work in the regime of very large inter-electrode gaps on the

order of cm to m, which are uncommon in studies of vacuum breakdowns [97]. It

defines a breakdown parameter W as follows:

W = Eγ
cE

α
aU, (2.50)

where Ec is the electric field on the cathode surface, Ea is the electric field on the

anode surface, U is the total voltage, and α and γ are parameters fitted to experimental

data. The fit was performed using data obtained from experiments on scale models

and earlier operational machines. The presence of the total voltage term U implies a

dependence on the gap size, which is consistent with many other DC experiments on

vacuum breakdowns, including the LES at CERN.

Figure 2.83: An exploded view of the ITER beam source showing the six individual
accelerating grids [98].

Because of this total voltage dependence, the electrostatic acceleration stage of the

injector has six separate grids, pictured in Fig. 2.83, held at successively increasing

potentials. Thus, instead of a single gap with a potential difference of 1 MV, there are
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five gaps with 200 kV each. This brings about the same increase in beam energy but

allows a higher overall accelerating gradient, due to the smaller total voltage across

any given gap.

The gap-size dependence implied by the VHPM could also be interpreted in the context

of the antenna model as follows: dividing the volume of the DC accelerator into five

separate regions by means of the intermediate voltage grids reduces the stored electric

energy available to power a breakdown occurring within any given gap, giving a lower

E∗ in the gap than if there were just one gap with a potential difference of 1 MV.

It would be a worthwhile endeavour to check if the breakdown-loaded antenna model

could produce results consistent with the VHPM, and thus provide an alternative

explanation of the total voltage term in Eq. 2.50.

2.6.2 Choke-Mode Accelerating Structures

As part of the CLIC study, an investigation on applying the concept of choke-mode

cavities to wakefield damping was performed [99]. Choke-mode cavities include a groove

in the side wall containing RF absorber material to damp higher-order modes excited

by the beam. A diagram is shown in Fig. 2.84. To prevent the absorber material from

damping the accelerating mode, where a high quality factor is a crucial parameter, a

quarter-wavelength choke is added in order to isolate the absorber from the cell. Since

the choke is no longer a quarter wavelength long at the frequencies of the undesired

higher-order modes, they are not stopped by it.

The radially symmetric geometry means that such a structure can be manufactured by

turning only, without any milling steps, resulting in lower cost. Prototype standing-

wave structures operating at 11.424 GHz that included a choke-mode cell were designed

at Tsinghua University to apply this concept for a CLIC-like structure, and tested at

KEK.

Part of this study involved the optimisation of the dimensions of the choke for the

best high-gradient performance [102]. The geometry of the test structure is shown
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Figure 2.84: Conceptual diagram of a choke-mode cavity [100].

Figure 2.85: A standing-wave X-band choke-mode structure. Left: Dimensions of the
choke. Right: Cutaway view of an assembled prototype [101].
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in Fig. 2.85. Dimensions D and G, as indicated on the diagram were varied and

the resulting prototypes were tested. The results can be summarised by a quantity

CHK which is a function of the electric field within the choke and one of the geometric

parameters:

CHK = 173×

(
Emax
choke

Emax
surf

)−0.707
D0.711, (2.51)

Figure 2.86: Maximum accelerating gradient G in MV/m vs. the geometric quantity
CHK, defined in (2.51) [102].

where Emax
choke refers to the maximum electric field inside the choke, Emax

surf refers to the

maximum surface field in the entire cavity, and D is the dimension indicated in Fig.

2.85. This quantity was found to be well-correlated with the maximum gradient achiev-

able in the structure, as shown in Fig. 2.86. The D0.711 term in (2.51) is reminiscent

of the gap size dependence in the LES (Sec. 2.5). The choke also resembles a gap

between electrodes but with an oscillating rather than DC field.

It would be worth performing E∗ calculations on such a geometry, containing features

seen in both RF and DC cases to verify that the observed behaviour can be reproduced.
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Chapter 3

Dark Current Fluctuations

3.1 Motivation

3.1.1 Breakdown Statistics and Conditioning

The study of vacuum breakdowns under high electric fields, particularly in the context

of particle accelerators, has led to the observation of a number of notable behaviours.

An important one is the stochastic nature of breakdowns in normal-conducting ac-

celerating structures. Work done by various groups has repeatedly shown that the

probability that a breakdown will occur in a given RF pulse scales with the surface

electric field and pulse length [43]. One empirical scaling law used to quantify this

dependence is BDR ∝ E30τ 5, where BDR is the breakdown rate per pulse, E is the

surface electric field, and τ is the pulse length [42]. Thus, there is no strict breakdown

threshold as a given device can be operated at a higher field if a higher breakdown

rate can be tolerated. This is in contrast to, for example, superconducting accelerating

cavities which are limited by a critical magnetic field strength above which quench will

inevitably occur [32].

The times and locations at which breakdowns occur are also of interest. Despite the

tendency for a breakdown to produce a crater with field-enhancing sharp features,

135
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approximately half of all the breakdowns in a given experiment have been found to

occur at a location in which no breakdown has occurred previously, and after a long

period (approximately 5000 pulses or more) since the last breakdown [29]. This further

reinforces the implication that breakdowns are triggered by some stochastic process.

The conditioning curves of different RF structures and DC test samples become much

more consistent from experiment to experiment if plotted against number of pulses as

opposed to the number of breakdowns [19]. Thus, conditioning appears not to be a

matter of destroying contaminants or extrinsic features, with the possible exception of

very early in the conditioning process. Instead, each RF pulse seems to act to modify

the structure surface to strengthen it against breakdown whether or not breakdowns

actually occur.

3.1.2 Dislocation-Driven Breakdown Nucleation

Figure 3.1: A micron-scale sample subject to a compressive force, clearly showing the
slip planes along which dislocations moved during the test [103]. Left: Before. Right:
After.

A proposed explanation for the statistics of breakdowns and the observed dependence

of breakdown rate on electric field is given in [104], where it is suggested that the nucle-

ation of breakdowns is driven by dislocation dynamics within the copper material. The

movement of the dislocations themselves is driven by the pulsed electric stress applied

to the surface. The initial stages of a breakdown are thought to involve a region of
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Figure 3.2: Left: Logarithm of the probability distribution vs. the number of mobile
dislocations in the slip plane n [104]. Red: for a surface electric field of 200 MV/m.
Green: for a surface electric field of 230 MV/m. Blue: for a surface electric field of
260 MV/m. Right: mean time to breakdown τ in arbitrary units vs. surface elec-
tric field in MV/m. Red: obtained from Monte Carlo simulations. Blue and green:
calculated analytically.

Figure 3.3: Dislocation density in 1/nm vs. surface electric field in MV/m. Red: the
unstable fixed point ρc. Blue: the stable fixed point ρ∗ [104].
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some field enhancement being deformed by electric field stress, leading to higher fields

and a thermal runaway process. This plastic deformation requires the motion of dislo-

cations in the material. Plastic deformation on very small scales occurs in a step-wise

and stochastic manner [105], and the kinetics of the deformation under pre-breakdown

conditions are described in the model. As an illustration of the discretised behaviour of

deformation on small scales, caused by the presence of dislocation slip planes, Fig. 3.1

shows a micron-scale sample before and after deformation in a compressive test.

The model describes the population of mobile dislocations in one slip plane, with their

average rates of creation and depletion being denoted by ρ̇+ and ρ̇− respectively. The

probability distribution of the number of mobile dislocations in a single slip plane is

shown in Fig. 3.2. Only mobile dislocations are relevant to this model, meaning that

mobile dislocations that become trapped contribute to the depletion rate. These values

depend on both the current density of mobile dislocations ρ, and the surface stress σ

caused by the applied electric field. There are two fixed points of ρ in this dynamical

system, a stable point ρ∗ and an unstable one ρc, where ρ∗ < ρc, as illustrated in

Fig. 3.3. If at any point ρ > ρc, a runaway increase in ρ occurs, corresponding to

the formation of a protrusion from the surface that constitutes the first stage of a

breakdown.

As this model is stochastic, the probability that a breakdown occurs is nonzero for

any value of electric field, and increases with surface electric field in a manner that

fits experimental data. This is shown in the plot of mean time to breakdown (directly

proportional to the inverse of the breakdown rate) as a function of surface electric field

in Fig. 3.2. The model also explains how conditioning can occur as a result of pulsing

electric fields without breakdowns, by presenting it as a work-hardening process caused

by the repeated application of stress from the electric field. In the dislocation model,

the hardening of the material makes it more difficult for dislocations to move, making

it more resilient to breakdown.
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It should be noted that this model only attempts to explain the initial stages of the

nucleation of a breakdown (see Sec. 1.6). A complete breakdown event is vastly more

energetic than the dislocation motion processes considered here, requiring other self-

sustaining processes to drive it from a small nucleation event. However, if the model

is accurate and the field is sufficiently high and there is sufficient power available for

the later stages to occur, the statistics of observable breakdowns will depend on the

statistics of the nucleation events.

3.1.3 Dark Current Fluctuations

The work described in this chapter is an attempt to directly measure the variations

in dislocation density described in Section 3.1.2, under stable, low-breakdown-rate

conditions. Since dislocations tend to propagate to the surface as this is the lower

energy state, there should be minute fluctuations in the geometry of a surface subjected

to high electric fields, which should in turn result in fluctuations of the field emission

characteristics of the sample.

A direct measurement of the dislocation dynamics would serve as strong evidence that

the dislocation motion model is correct and could further improve understanding of

the processes that lead to breakdowns, allowing better high-gradient structure designs

in the future. Since the dynamics of the fluctuations are predicted to change when the

system is closer to breaking down, measuring this on a structure under conditioning

could also allow for an optimised conditioning process. Instead of allowing breakdowns

to occur as they currently do in the conditioning process, the dark current fluctuations

could be measured in real time to predict if a breakdown is imminent, and adjust

the applied power and thus the surface field accordingly. Such a mode of operation

could, in principle, allow structures to be conditioned to high fields without any break-

downs occurring, resulting in much less accumulated damage and potentially higher

performance.



140 CHAPTER 3. DARK CURRENT FLUCTUATIONS

Figure 3.4: Experimental setup of the CERN DC Spark System I. Top left: flat cathode.
Top right: cylindrical anode with hemispherical tip. Bottom: assembly in the vacuum
chamber with a gap of about 20 µm [22]. The location of the gap is marked with a red
circle.

Figure 3.5: Current vs. time in the CERN DC Spark System I. Left: at an applied
voltage of 750 V. Middle: at an applied voltage of 800 V. Right: at an applied voltage
of 850 V [106].
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3.1.4 Past Measurements

Some preliminary measurements of fluctuations in dark current that could be relevant

for dislocation dynamics were performed in the CERN DC Spark Systems I and II [106],

[107]. These systems featured a cylindrical anode with a hemispherical tip and a flat

cathode, held about 20 µm apart under ultra-high vacuum (UHV) conditions, depicted

in Fig. 3.4. The measurements showed fluctuations of the dark current between several

discrete levels, which rapidly increased in amplitude as the field was increased, as shown

in Fig. 3.5.

Figure 3.6: Probability distribution vs. current in µA in the CERN DC Spark System
I [107]. Red dashed curve: at low voltage. Blue solid curve: at high voltage. The mean
current was subtracted in each case to give a zero mean.

Fluctuations in surface geometry due to dislocation dynamics have been suggested as an

explanation for this observed behaviour [108]. Fig. 3.6 shows a probability distribution

of the current values from this measurement, demonstrating that the system jumps

between discrete levels of current at the high electric fields. The presence of discrete

levels of current supports the dislocation dynamics hypothesis, in which the changes

in the geometry of field emitters are inherently quantised.

Another potentially relevant experimental observation was made with copper electrodes

cooled to cryogenic temperatures [109]. In this experiment, a pair of electrodes was

first conditioned at a temperature of 60 K, after which the current-voltage curve was
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Figure 3.7: Field-emitted current in µA vs. applied electric field in MV/m in a cryo-
genic experiment [109]. Each curve represents a voltage scan at a given temperature in
which the voltage was increased gradually until a breakdown occurred. Higher maxi-
mum voltages could be reached at cryogenic temperatures as compared to room tem-
perature, demonstrating the dependence of temperature on breakdown rate. Yellow:
at 295 K. Pink: at 45 K. Blue: at 60 K. Red: at 75 K. Orange: at 90 K.

measured at different temperatures without any further conditioning. In each case,

the voltage was increased until a breakdown occurred. These current-voltage curves

can be seen in Fig. 3.7. Two observations can be made from this plot: one is that at

lower temperatures, a higher field could be reached before a breakdown occurred. The

other is that the measurements taken at 45, 60, and 75 K appear much smoother than

the ones taken at 90 and 295 K. It is yet to be determined if the smoothness of the

curves is related to the fluctuations hypothesised by Engelberg et al. [104], though an

argument for this is made in Sec. 3.4. However, there does appear to be a correlation

between the smoothness of the current-voltage relationship and the surface electric field

at which breakdown occurred. If the jaggedness of the curve is indeed a manifestation

of the fluctuations being searched for, then this experimental result constitutes further

evidence in support of the fluctuation hypothesis.
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3.1.5 Approach

It was thought that the initial observations discussed in the previous section were worth

investigating in a dedicated study. Past measurements suggest that these events are

detectable by measuring dark current with time at a fixed surface field. The rate of

fluctuations is expected to depend very strongly on the field, a prediction which was

used in this analysis to distinguish them from noise or other phenomena.

The objectives of this study were to validate and improve on past measurements of

fluctuations by others, characterise their statistics as a independent test of the dislo-

cation model, and then measure them in RF structures as an indicator of conditioning

state, and therefore to guide control the conditioning process.

This measurement was effectively a search for fluctuations in the local surface geometry

of the field emitting-sites of the structure. The magnitude of field-emitted current is

sensitive to both the area of the emitter and the local electric field (see Sec. 1.7). A

change in geometry can change both, which could be visible as a change in the current

signal when held at a fixed macroscopic electric field.

The proposed model requires that the number of mobile dislocations goes from the

initial state n = 0 to the critical state n = nc, where nc is on the order of 10, as

can be seen in Fig. 3.2. Breakdowns are known to occur when CLIC-like X-band RF

structures are conditioned with high-power RF pulses of 50 ns or more in duration.

Past experiments with 30 GHz cavities showed breakdowns with pulses as short as 4 ns

[110]. Based on these two pieces of information, the time interval between changes

in n in a given slip plane must be on the order of 0.5 ns or less, corresponding to an

event rate of 2 GHz. The actual event rate in a practical experiment is likely many

orders of magnitude higher, firstly due to the random walk nature of the trajectory

of n to breakdown, and secondly due to the presence of a very large number of slip

planes exposed to high electric fields which could potentially undergo breakdown. It is

also likely, however, that not all such events are observable in practice. The practical
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implication of these considerations is that the event rate is not known a priori and as

broad a bandwidth as possible should be studied when measuring this phenomenon.

The search for dark-current fluctuations was performed in two separate experiments,

one with an oscillating electric field in the RF accelerating structures in the XBoxes,

and the other with a DC electric field with the LES. High electric fields and dark

current are present in both systems. The results obtained from the RF measurements

will be detailed in Sec. 3.2, whereas those from the LES will be discussed in Sec. 3.3.

3.2 Searches in RF Structures

3.2.1 Experimental Setup

RF structures under test in the XBoxes, described in Sec. 1.4, are known to emit dark

current. A series of precision measurements of this current was performed to look for

evidence of the hypothesised fluctuations.

Field emission is believed to be the mechanism behind dark current, as the measured

dependence of the emitted current magnitude on the surface electric field matches

that expected from field emission theory (see Fig. 3.16. As field emission is a very

strong function of the local electric field, small variations in local surface field due

to imperfections in the geometry are expected to dominate the current emitted by

the structure’s surface. These originate from a number of small emitting sites, which

correspond to locations with a slightly higher surface field. Some evidence for this is

shown in Sec. 3.2.3.

The structures under test in the XBoxes were subject, when fully conditioned, to high-

power pulses of about 50 MW and up to 200 ns in duration [18]. This corresponds

to peak surface electric fields in excess of 250 MV/m, resulting in a measurable field-

emitted current from every pulse. Most of the dark current from an RF structure is

likely to be emitted close to the iris, where the electric field is highest. Fig. 2.14 depicts

the concentration of electric field at the iris of a typical X-band accelerating structure.
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The emitted electrons are then captured and accelerated by the electric field inside

the vacuum volume, and exit the structure along the beam axis, where they can be

measured.

Figure 3.8: Voltage measured by the ADC in volts vs. time since the start of the pulse
in ns, with the T24PSI2 structure in XBox 2 subject to 100 ns long high-power RF
pulses. Due to the SLED-type pulse compression scheme [111], peak power is attained
only in the final 100 ns of the full RF pulse lasting about 1 µs. Blue: signal from the
downstream Faraday cup. Red: signal from the upstream Faraday cup.

In order for field-emitted electrons to be captured and transported to the end of a

long accelerating structure, they have to be accelerated to the phase velocity vp of the

structure. For electrons of low initial energy in a structure with vp = c, this can only

occur above a certain minimum gradient Eacc ≥ 1.6/λ, where λ is the RF free-space

wavelength in m and Eacc is in units of MV/m [32]. This is 64 MV/m for an RF

frequency of 12 GHz. As captured electrons will get accelerated in the downstream

direction, the signal from the downstream Faraday cup is usually larger than the one

from the upstream one. On the other hand, the current measured at the upstream

Faraday cup is expected to be predominantly composed of electrons originating from

the first cell, which have not been captured by the structure and likely have relatively

low energy. Since capture is not needed for an electron to reach the upstream Faraday

cup, it is also likely that a larger fraction of the electrons emitted by the first cell are

measured. Typical measured signals are shown in Fig. 3.8. In this measurement, the
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voltage measured by the ADC Vmeas and the current captured by the Faraday cup Imeas

are related by the load impedance Zload (in this case 25 Ω) connected to the Faraday

cup as follows:

Vmeas = ZloadIcaptured (3.1)

The test stands were equipped with Faraday cups on the beam axis up- and downstream

of the structure, which collect the emitted charge and allow it to be measured using

external electronics. They, along with their associated electronics, were installed with

the intention of measuring both dark current during normal pulsing and the much

larger currents produced by breakdowns. These Faraday cups were used to measure

the dark current emitted by the structure to search for evidence of fluctuation.

The most attention was paid to the signal from the upstream Faraday cup rather than

the downstream one. This was due to the concern that, in a structure with multiple

cells, each likely containing a multitude of field emission sites, the independent fluc-

tuations in current from each emission site might average out making it more difficult

to observe individual fluctuation events. The choice to focus on the signal from the

upstream Faraday cup was an attempt to restrict the problem to just the first cell.

The T24PSIN2 structure used for this experiment was conditioned first to ensure that

high fields could be reached with a low probability of breakdown during the fluctuation

measurement. The conditioning history of this structure is shown in Fig. 1.6. The

measurement itself consisted of scanning the RF power delivered to the structure,

thus varying the peak electric field inside it, and recording the signal at the upstream

Faraday cup for a number of pulses at each power setting.

The pulse repetition rate was reduced from 50 Hz to 5 Hz for the duration of the

measurement in order to reduce the average power dissipated by the pulse compressor,

and thus reduce the temperature variation that it was subject to over the course of

the power scan. Since the pulse compressor included a pair of very high-Q resonant
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cavities [18], a small temperature variation on the order of 0.1 ◦C was enough to change

the volume of the cavity enough to detune it significantly and thus modify the pulse

shape. The pulse compressor cavities had temperature-controlled water cooling jackets

to help maintain a constant temperature, but there was still some residual dependence

of the pulse shape on the time-averaged RF power. The reduced repetition rate reduced

the maximum average power by a factor of ten, also reducing the difference between

the maximum and minimum average RF power delivered during the scan, in turn

minimising the detuning of the cavities over the course of the scan.

3.2.2 Signal Acquisition

For this measurement, the hardware setup of the test stand had to be modified from

its usual configuration for the conditioning of structures (see Fig. 3.9). A Tektronix

MDO3104 oscilloscope [112] was used to record the relevant signals instead of the

digitisers used in the normal operation of the test stand, to obtain higher resolution in

both time and voltage. The use of a standalone instrument also offered better flexibility

in setting up the measurement. The oscilloscope featured a sample rate of 2.5 GS/s and

an analogue bandwidth of 1 GHz. The new signal paths are shown in relation to the

rest of the test stand in Fig. 3.9. The signals of interest were the current captured by

the upstream Faraday cup, and the incident RF signal, from which the surface electric

field can be determined. The use of the same instrument to record both channels was

beneficial for synchronisation between the data samples, the importance of which is

discussed in Sec. 3.2.3.

Dark Current

The signals from the Faraday cups were normally read by a National Instruments 5761

digitiser card with sample rate of 250 MHz [113]. For this measurement, the signal

from the Faraday Cup was re-routed as follows:

The Faraday cup was connected to the RF+DC port of a bias tee, whose DC port

was terminated with a resistor. This provided a DC discharge path to ground for any
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charge accumulated by the Faraday cup. This was necessary as some of the components

further along the signal path were AC-coupled and thus were an open circuit for a DC

current. Without the bias tee, the charge collected by the Faraday cup would build up

over time and eventually cause a breakdown in the acquisition electronics (unrelated

to vacuum breakdown or dislocation dynamics). A limiter was connected after the bias

tee to protect the sensitive amplifiers and oscilloscope from the potentially very large

signals which could appear on the Faraday cups in the event of a breakdown.

As no assumptions could be made about the frequency content or amplitude of the

fluctuation signals, attention was paid to minimise the noise floor and maximise the

bandwidth of the measurement for the best chances of a successful measurement. The

internal random noise of the oscilloscope is specified in Table 3.1 for different voltage

settings. At its most sensitive setting, it has a root-mean-square (RMS) value of

0.179 mV. This is much larger than the fundamental limit set by Johnson-Nyquist

thermal noise [114]. Thermal noise is caused by the thermal agitation of charge carriers

in a conductor and is always present, placing a fundamental limit on the precision

with which any electronic measurement can be made. Its total power within a given

bandwidth B is given by:

PN,th = kBTB, (3.2)

where kB is Boltzmann’s constant, and T is the temperature of the system. At room

temperature, and using the oscilloscope’s full bandwidth of 1 GHz, this corresponds to

a power of 3.8× 10−12 W, or an RMS voltage of 13.8 µV for a characteristic impedance

of 50 Ω. The noise figure of the oscilloscope at the lowest scale setting is thus 22.2 dB,

assuming the oscilloscope’s input noise has a uniform Power Spectral Density (PSD).

The noise figure is a quantity that describes the degradation in the signal-to-noise

ratio (SNR) caused by an electronic instrument when compared to the hypothetical

case in which the instrument introduces no noise apart from thermal noise, with 0 dB

representing a noiseless instrument.
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Vertical Scale Setting [mV/div] RMS random noise [mV]
1 0.179

100 2.40
1000 24.7

Table 3.1: Input noise of the Tektronix MDO3104 oscilloscope [112].

A substantial improvement can be made by using a low-noise amplifier, with much lower

internal noise voltage, to amplify the signal before sending it to the oscilloscope such

that the oscilloscope’s internal noise is no longer a significant contributor to the signal

to noise ratio. The Mini-Circuits ZKL-2R5+ [115] was used as a low-noise preamplifier

to this end. It has a noise figure of about 5 dB, a maximum gain of 31 dB, and a 3 dB

bandwidth of 2.5 GHz.

The overall noise factor Ftot (the noise figure in linear units) of a cascade of amplification

stages, where the ith stage has noise factor Fi and gain Gi, is given by [68]:

Ftot = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+ . . .+
Fn − 1

G1G2 . . . Gn

(3.3)

With the oscilloscope used, using one preamplifier resulted in an overall noise figure

of 9.0 dB and using two in series brought the value down to 5.3 dB. If more amplifiers

were to be added, the overall noise figure would tend to the amplifier’s own noise figure

of 5 dB, hence bringing about diminishing returns. Either one or two preamplifiers

were used depending on the case.

Apart from thermal noise, the sensitivity was also limited by the quantisation of the

signal by the analogue-to-digital converter (ADC) within the oscilloscope. The ADC

assigned one of a fixed number of levels to each time sample, meaning that the max-

imum error in voltage is half a step. To minimise this error, the signal should be

amplified to make use of as much of the ADC’s input voltage range as possible without

saturating it. The error caused by quantisation can be modelled as another type of

noise such that the digitised signal is the sum of the original signal and the quantisation

noise. The power spectral density of the quantisation noise thus describes another limit
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to the measurement’s sensitivity. As the amount of preamplifier gain can be varied by

selecting the type and number of amplifiers used, this could be either higher or lower

than the thermal noise in a given measurement. The signal-to-noise ratio (SNR) for an

N -level ADC whose input is a sine wave spanning the full range of the ADC is given

by [116]:

Psig
PN

= 3N2/2, (3.4)

where Psig and PN denote the signal and noise power respectively. This SNR is 49.9

dB for an 8-bit ADC and 74.0 dB for a 12-bit ADC. The actual power and spectral

shape of the quantisation noise depends on the exact signal being quantised. Hence,

this value should be considered an estimate for guiding the choice of hardware rather

than an exact value.

In itself, quantisation is not a problem. If the signal being measured is small enough,

it is always possible to add more gain to the analogue signal chain before the ADC

such that the thermal noise exceeds the quantisation noise, making the quantisation

noise unimportant. However, too much gain can cause the ADC to saturate, losing

information about the signal. Saturating the ADC results in a distorted waveform

that has a frequency spectrum unrepresentative of the original waveform. Thus, an

ADC with a large dynamic range (number of levels) is desirable, allowing a larger

signal amplitude for a given level of quantisation noise.

A high-pass filter was used to get around this to some extent. It was noticed that the

dark-current signal was usually a relatively level pulse with some ripples. An example

of this is the upstream dark current signal in Fig. 3.8. Removing the lower-frequency

components of the signal removes the DC offset of the ‘plateau’ of this signal whilst

still preserving the short-timescale features of the signal. This allowed the use of

more gain without saturating the oscilloscope, thereby lowering the quantisation-noise

floor and allowing the higher-frequency components of the signal to be investigated

in more detail. Figure 3.10 shows signals in the time and frequency domains when
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(a) 30 dB gain and no high pass filter. Some high-pass filtering still occurred as the amplifiers
were AC-coupled.

(b) 50 dB gain, 50 MHz high pass filter.

(c) 60 dB gain, 400 MHz high pass filter.

Figure 3.10: Measured dark current signals, in the time and frequency domains, with
different configurations of preamplifiers and filters. Rough estimates of thermal and
quantisation-noise power density are shown, along with the maximum signal power
before saturation. ‘Thermal noise’ includes noise from the preamplifiers but not the
oscilloscope’s internal noise. The signal levels have been normalised to their estimated
level at the Faraday cup. The black markers in the time-domain plot indicate the
window which was used for the ‘Background’ in the frequency-domain plot, and the
red markers indicate the window used for the ‘Signal’. It can be seen that removing
the large low-frequency components allowed more gain to be used without saturating
the oscilloscope, lowering the quantisation noise level.
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sampled with different cutoff frequencies and gains, demonstrating the improvement in

sensitivity with the appropriate high-pass filter.

Incident RF

As discussed above, the surface electric field within the structure had to be measured

precisely alongside the current to be able to disentangle the contribution of voltage and

surface fluctuations to the surface current. This was done by sampling the high-power

RF pulse incident to the structure under test using a high-power directional coupler.

The signal from this and other couplers was used in the normal operation of the test

stand for feedback control of the power delivered to the structure, and was taken into

account during routine data analysis. The path taken by the signal from the output

of the high-power directional coupler to the electronics racks of the XBoxes can be

seen in Fig. 3.9. The outputs from the downmixers and logarithmic detectors for each

channel were sampled by data-acquisition cards in the National Instruments PXI crate

controlling the test stand [18].

It was thought prudent to avoid disconnecting or interfering with the outputs of the

downmixers to avoid disrupting the operation of the test stand. However, the output of

the RF multiplexer shown in Fig. 3.9, normally used for calibration, was available and

could be set to provide a suitably attenuated and filtered version of the incident RF

signal. An isolator was placed between the external components added to this output

to avoid the possibility that the signal from the local oscillator would leak back into

the electronics of the test stand.

The 12 GHz RF signal from the multiplexer was not sampled directly as this would

have required an analogue to digital converter with a very high time resolution, which

would be prohibitively expensive. To avoid this, the signal had to be downmixed to

allow a lower sample rate to be used, and demodulated to obtain the amplitude and

phase of the signal. Early attempts involved the use of an RF detector diode to obtain

the amplitude envelope of the RF pulses. An example of an RF pulse measured using

the diode is shown in Fig. 3.12, showing a relatively noisy signal and distortion of the
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Figure 3.11: A block diagram representing the analogue and digital processing steps
performed by the IQ demodulator. The blocks on the left of the oscilloscope represent
analogue processing performed by physical components, whereas the blocks on the
right represent mathematical operations performed on the waveforms recorded by the
oscilloscope during post-processing.

pulse shape (compare with the plot of amplitude vs. time in Fig. 3.14, obtained using

the improved IQ demodulator).

Figure 3.12: RF power indicated by the diode in MW vs. time in ns.

The diode was later replaced with an In-phase and Quadrature (IQ) demodulator,

assembled out of modular off-the-shelf RF components, for better signal fidelity. It

had the advantages of better linearity than the diode and the ability to provide phase

information about the signal. This provided enough information for the initial 12 GHz

RF signal from the directional coupler to be fully reconstructed.

A functional block diagram of the IQ demodulator implemented for this measurement

is depicted in Fig. 3.11. A local oscillator (LO) frequency of 11.494 GHz was used,
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Figure 3.13: Output of the RF mixer in V vs. time in ns. Left: the entire waveform.
Right: a zoom on the time axis showing the sinusoidal carrier signal.

generated by an Anritsu MG3692C signal generator [117], producing signals at 500 MHz

and 23.5 GHz at the intermediate frequency (IF) port of the first mixer. The input to

the RF port of the mixer was bandpass filtered to ensure that no spurious IF signals

could be produced by harmonics in the incident 11.994 GHz signal. The unwanted

23.5 GHz product was removed by the input filter of the oscilloscope, requiring no

additional components. The 500 MHz IF resulted in a signal well within the 1 GHz

bandwidth of the oscilloscope, with ample bandwidth to accommodate the modulation

of the incident RF signal. An example is shown in Fig. 3.13.

The IQ demodulation process of the downmixed IF signal can be briefly described as

follows: The IF signal, represented as a series of samples in discrete time vn, with a

sample rate fs, a time-dependent amplitude An and phase φn may be written as:

vn = An cos

(
2πf0n

fs
+ φn

)
(3.5)

The second mixing operation can be implemented as a multiplication by cosine and

sine signals at the same frequency, yielding the in-phase and quadrature products in

and qn respectively, i.e.:
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in = An cos

(
2πf0n

fs
+ φn

)
cos

(
2πf0n

fs

)
=
An
2

(
cos

(
4πnf0
fs

+ φn

)
+ cos(φn)

)
qn = An cos

(
2πf0n

fs
+ φn

)
sin

(
2πf0n

fs

)
=
An
2

(
sin

(
4πnf0
fs

+ φn

)
+ sin(φn)

)
(3.6)

If these are sampled once per period of the IF carrier frequency to give new sequences

i′m and q′m, the carrier frequency will no longer appear in the result:

i′m = im·fs/f0 = Am cos(φm)

q′m = qm·fs/f0 = Am sin(φm)

(3.7)

The above expressions are valid only if the sample rate is an integer multiple of the

IF frequency. From i′m and q′m, the instantaneous amplitude Am and phase φm can be

easily determined. Picking a sample rate fs that is exactly four times the IF carrier

frequency f0 results in the additional simplification that the local oscillator signals

reduce to simple sequences as follows:

cos

(
2πf0n

fs

)
= {1, 0,−1, 0, 1, 0, ...}

sin

(
2πf0n

fs

)
= {0, 1, 0,−1, 0, 1, ...}

(3.8)

Thus, the second mixing stage can be implemented as a simple procedure involving

zeroing or negating the appropriate samples of the IF signal vn. The sample rate of

the waveforms recorded by the oscilloscope was changed from 2.5 GHz to 2 GHz by

upsampling by a factor of 4, low-pass filtering to avoid aliasing, then downsampling by

a factor of 5.

Hence, the modulation of the signal can be described by the complex amplitude

A(t)eiφ(t). The I and Q outputs of the IQ demodulator are the real and imaginary

parts of this complex amplitude respectively. An example of the resulting magnitude

and phase of and incident RF signal is shown in Fig. 3.14.
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Figure 3.14: An IQ-demodulated RF pulse incident on the structure. Left: instanta-
neous magnitude in V vs. time in ns. Right: instantaneous phase in radians vs. time
in ns.

Figure 3.15: Average power of the flat-top part of the signal in MW vs. peak amplitude
of the demodulated RF signal in V. Points represent measurements, while the curve is
a spline interpolation of the data points.
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Before each measurement, a calibration of the demodulator was performed to allow its

output voltage to be related to the power incident on the structure. A new calibration

was performed before each set of measurements. A calibration was performed by

setting the power delivered to the structure by the test stand to a series of values,

and recording the corresponding demodulated amplitude An, as shown in Fig. 3.15.

The resulting empirical relation could then be applied to the demodulated amplitude,

given in volts, to obtain the corresponding power in the structure. The incident power

could then be used to determine the surface electric field within the structure. The

relationship between the two could be obtained from 3D electromagnetic simulations of

the structure’s geometry. In the case of the T24PSI structure presented here, an input

power of 37.5 MW yields an accelerating gradient of 100 MV/m and a peak surface field

of 204 MV/m.

3.2.3 Data Analysis

Measurements of Field Enhancement Factor

A basic tool in the study of field emission is the Fowler-Nordheim plot, which shows

the dependence of the emitted current on the applied surface field [30]. An example

of the result of one of the measurements done in this study is shown, with both linear

and Fowler-Nordheim axes, in Fig. 3.16. The gradient of the plot on Fowler-Nordheim

axes allows the field enhancement factor β to be determined using the relation:

d(log10 IF/E
2.5)

d(1/E)
= −2.84× 109φ1.5

β
, (3.9)

where IF is the emitted current, E is the macroscopic surface electric field, and φ is

the workfunction of the emitting material in eV. As the vertical axis of the plot is

logarithmic, scaling the current by a constant factor does not change the slope of the

fitted line. Thus, the calculated value of β is not expected to change if, for example,

the Faraday cup only captures a fraction of the emitted current. The result presented

in Fig. 3.16 shows a very good linear fit on the Fowler-Nordheim axes, demonstrating
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Figure 3.16: A measurement of field-emitted current from an RF structure, with a
fitted value of field enhancement factor β = 46.6± 0.5. Each point represents one RF
pulse, with each cluster of points corresponding to one RF power level and the spread
being caused by the noise in the system. Left: current in µA vs. peak surface electric
field in MV/m. Right: Fowler-Nordheim axes, i.e. log10(IF/E

2.5) vs. the inverse of
surface electric field in m/V. Fits were performed by minimising the sum of the squared
difference between each of the points and the fitting function.

that the functional form of the experimental current-voltage curve matches the theory

of field emission very well and therefore that field emission is the main source of the

current measured. The fitted value of β = 46.6 ± 0.5 implies that there are regions

on the surface of the structure where the surface field is 46 times greater than that

expected from the geometry and incident power, a behaviour frequently observed in all

macroscopic systems.

Figure 3.17 shows an interesting example of a power scan during which a breakdown

occurred. The magnitude of the current was changed significantly by the breakdown,

undergoing about a 30% reduction. As breakdowns are typically highly localised, with

the resulting craters usually being on the order of 100 µm in size (see Fig. 2.21), this

must mean that a region no larger than the size of a breakdown crater must have been

responsible for emitting a substantial fraction of the current emitted by the whole

structure. This is one way in which this measurement could be sensitive to dislocation

phenomena occurring on nanometer scales despite the total surface area subject to high

fields being much larger (on the order of cm2).
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Figure 3.17: A measurement of field-emitted current from an RF structure with Fowler-
Nordheim axes, i.e. log10(IF/E

2.5) vs. the inverse of surface electric field in m/V.
A breakdown occurred during the measurement. Light blue: data taken before the
breakdown, with a fitted field enhancement factor β = 58.2 ± 1.7. Dark blue: data
taken after the breakdown, with a fitted field enhancement factor β = 60.1± 0.6. Fits
were performed by minimising χ2 summed over all the data points, with the exclusion
of the cluster of outliers at 4.8× 10−9 m/V which were measured immediately after the
breakdown.

Pulse to Pulse Variations

An example of a raw dark-current pulse measured at the upstream Faraday cup can

be seen in Fig. 3.8. The shape of the dark-current pulse depends in a complex way

on the RF pulse shape, propagation of the RF pulse through the structure, and prop-

agation of the electrons from the emission site to the Faraday cup. All these effects

are deterministic, and thus repeatable from pulse to pulse if the incident RF pulses

remain perfectly repeatable. On the other hand, the dark-current fluctuations arising

from dislocation motion are expected to be random and thus would cause the measured

signal to vary from pulse to pulse even under completely repeatable conditions.

To obtain a frequency spectrum of the variations between dark-current pulses, the

difference between the coherent and incoherent averages of the pulses recorded for a

each power level was calculated. These will be defined mathematically below. The

voltage vi(t) measured at the Faraday cup on the ith pulse can be represented as the
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sum of a deterministic component d(t), which is identical for every pulse, and a zero-

mean random component ri(t):

vi(t) = d(t) + ri(t) (3.10)

As the random component has zero mean, averaging the measured signal over a large

number of pulses leaves just the deterministic component:

〈vi(t)〉 = 〈d(t)〉+ 〈ri(t)〉 = d(t) (3.11)

We denote the Fourier Transform of a signal by a capital letter as follows:

D(ω) = FT [d(t)] (3.12)

The power spectral density (PSD) of the deterministic component D(ω)D∗(ω), where

D∗(ω) denotes the complex conjugate of D(ω), can thus be obtained taking the Fourier

transform of the deterministic component in the time domain:

D(ω)D∗(ω) = FT [〈vi(t)〉]FT [〈vi(t)〉]∗ (3.13)

This is the coherent average PSD. The PSD of each individual pulse is given by:

FT [vi(t)]FT [vi(t)]
∗ = (D(ω) +Ri(ω))(D(ω) +R∗i (ω))

= D(ω)D∗(ω) +D(ω)R∗i (ω) +D∗(ω)Ri(ω) +Ri(ω)R∗i (ω)

(3.14)

Calculating the PSD of each of the pulses individually and then averaging the PSDs

of all of the pulses gives the incoherent average PSD of the signal, i.e. :
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〈FT [vi(t)]FT [vi(t)]
∗〉 = 〈(D(ω) +Ri(ω))(D(ω) +Ri(ω))∗〉

= D(ω)D∗(ω) + 〈Ri(ω)R∗i (ω)〉
(3.15)

As the random component has a mean of zero, the terms D(ω)Ri(ω)∗ and D(ω)∗Ri(ω)

tend to zero when averaged. The square term Ri(ω)R∗i (ω), however, does not tend to

zero as the variance of the random component is not necessarily zero. The difference

between the incoherent and coherent averages, 〈Ri(ω)R∗i (ω)〉, is effectively the PSD of

the random component of the signal, i.e. that of the deviations of each individual pulse

above and below the mean, and can be considered the variance of the signal at a given

frequency.

To obtain an estimate of the background noise, the variance PSD of a time window

placed just before the compressed RF pulse, during which no measurable dark current

was emitted, was used as a reference to compare with the variance PSD of the dark

current pulse.

Since the dislocation hypothesis predicts that the dark-current signals should have

a variance that increases rapidly with the applied surface field, the variance PSD

〈Ri(ω)R∗i (ω)〉 was studied to determine the possible presence of such a signal.

Fig. 3.18 shows a set of dark-current signals for a number of pulses as recorded by

the oscilloscope with an incident power of 56.9 MW. The signal from the Faraday

cup was filtered with a 50 MHz high-pass filter and amplified using one ZKL-2R5+

preamplifier. The plots of the individual pulses do not line up exactly, demonstrating

a small amount of variation from pulse to pulse. The analysis method described above

was used to determine if these variations could be attributed to random noise.

The frequency spectra of this measurement set are presented in Fig. 3.24. From this

figure, several conclusions can be made. First of all, the ‘Background’ and ‘Background

variance’ plots line up very closely, meaning that almost all of the power of the back-

ground signal is random. In other words, the deterministic component d(t) in this case
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Figure 3.18: Voltage measured by the oscilloscope in mV vs. time in ns. Before being
read by the oscilloscope, the signal was first sent through a 50 MHz high-pass filter.
The figure shows 23 separate pulses obtained at an incident power of 56.9 MW.

is very small, consistent with what is expected to be random background noise. The

level of the background signal is about 22 dB above the thermal noise level, consistent

with the previous estimation of the oscilloscope’s noise figure. This implies that the

most significant source of the background noise is the oscilloscope itself, and that there

were no other interfering signals. The dark-current signal itself does appear to have

a significant amount of variance from pulse to pulse, as evidenced by the ‘Signal vari-

ance’ plot being well above the background noise. Thus, the background noise from

the oscilloscope cannot explain the pulse to pulse differences between the dark-current

signals. The ‘Signal’ plot is higher still, indicating that the dark current signal is the

sum of a random and a deterministic component, as can be intuitively deduced from

the time-domain plots in Fig. 3.18. The variance signal appears to have a peak at

around 40 MHz, which will be further investigated in later sections.

Window Function

A window function was used when calculating the frequency spectra of the signals

being analysed to avoid the appearance of spurious frequency components via spectral

leakage. Spectral leakage is a result of the way the Discrete Fourier Transform (DFT)
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works: it makes the implicit assumption that the time-domain signal being operated

on is one cycle of an infinite periodic function [84]. A difference in value between the

first and last samples of the time window will be treated by the DFT as a step in the

assumed periodic signal, producing a broad spectrum of frequency components which

were not present in the original signal and are purely a result of the way the time

domain signal was sampled.

Figure 3.19: The Chebyshev window function vs. time in samples for a window length
of 1500 samples.

Spectral leakage was thus an important consideration as it could significantly distort

the frequency spectra of the signal and its variance. Care was taken to ensure that the

time windows specified did not result in an obvious discontinuity between the first and

last samples. However, due to the noise in the signal, it was impossible to guarantee

no discontinuity for every pulse in a measurement. To be sure that no spectral leakage

occurred in spite of this, a Chebyshev window function [118] was used. The signal was

multiplied by this function to ensure that the product tapered smoothly to zero at

each end of the window, thus avoiding discontinuities [119]. The Chebyshev window

function is shown for a window length of 1500 samples in Fig. 3.19.

An example demonstrating the effect of this window function is presented in Fig. 3.20.

Two possible input signals are shown, one with an integer number of cycles within

the time window, resulting in no discontinuity, and one with a non-integer number of
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Figure 3.20: An example showing the effect of applying a window function to a signal.
In each plot, the blue curve represents a signal with 3 cycles per time window while
the red curve represents a signal with 3.5 cycles per time window. Top: Signals to
be analysed with a DFT vs. time in samples. Bottom left: relative magnitude of
the frequency spectrum in dB vs. frequency in 1/samples, without a window applied.
Bottom right: relative magnitude of the frequency spectrum in dB vs. frequency in
1/samples, with the Chebyshev window applied.
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cycles producing a large step. The resulting DFTs of the two signals are shown. It

can be seen that without any window function, the discontinuity results in a broad

spectrum of frequencies that were not present in the original signal. Applying the

window function greatly reduced this spectral leakage. The disadvantage of using the

window function is the introduction of some uncertainty in the frequency of the original

signal, as can be seen from the broadened peaks in the corresponding frequency spectra.

This was not considered a significant problem in this measurement as the objective was

to determine the presence or absence of a signal and not its exact frequency. It is at

any rate unlikely that the fluctuation phenomena being searched for would have had a

stable enough frequency for this uncertainty to matter.

Time Alignment of Pulses

The time alignment of the sampled RF and dark-current pulses was an important

source of error that needed to be considered. A misalignment in time between otherwise

identical pulses appears as a spurious pulse variance, as illustrated with idealised signals

in Fig. 3.21.

Figure 3.21: Signals vs. time in samples showing an example of the effect of time
alignment on the apparent variation between pulses. Blue: an example signal. Red: a
time-shifted version of the original signal. Yellow: the difference between the original
and time-shifted signals.



3.2. SEARCHES IN RF STRUCTURES 167

It is thus crucial to ensure that there is as little misalignment between the pulses as

possible to avoid introducing any apparent variation between the pulses. The oscillo-

scope used in this measurement used a threshold crossing to trigger the saving of data

and synchronised each pulse to the time at which the trigger level was first exceeded.

However, the implementation of this trigger appeared not to be perfect, leaving about

900 ps of root-mean-square (RMS) time jitter between the acquired pulses. With a

2.5 GHz sample rate, the sample period is 400 ps - in principle, given perfectly repeat-

able pulses, it should be possible to align them to less than one sample period.

In order to minimise the error resulting from misalignment, realignment in post-

processing was performed. This was done by shifting each pulse in time by a number

of samples nshift such that the sum of squares difference between pulses was minimised,

i.e.:

nshift,i = arg min
n

∑
j

(xi,j−n − x1,j)2 , n ∈ Z, (3.16)

where xi,j is the jth sample of the ith pulse being aligned. The first pulse of the set

was used as a reference to align all the other pulses. It was found that the alignment

procedure worked more reliably when the smoothed magnitude was used as the input

x instead of the raw waveforms. In order to prevent the minimisation method in

(3.16) from overfitting to random noise in the signals, the signals were smoothed using

a Locally Weighted Scatterplot Smoothing (LOWESS) filter [120] with a 30-sample

window before alignment. The LOWESS filter was chosen because it provided a sharper

frequency cutoff than a simple moving-average filter, whilst still being easy to adjust

for best performance owing to it only having one free parameter. As the signal was AC-

coupled, excessive smoothing could attenuate the signal itself, which would hinder the

alignment procedure. To prevent this, the absolute values of the signals were smoothed

and compared instead. Examples of raw, smoothed, and reference signals are shown in

Fig. 3.22.
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Figure 3.22: Faraday cup signal in V vs. time in samples. Blue: raw signal as measured
by the oscilloscope. Red: smoothed magnitude of the raw signal. Yellow: smoothed
magnitude of the reference signal. The time-alignment procedure attempts to minimise
the sum-of-squares difference between the smoothed magnitude of the pulse and that
of the reference signal.

Using this method to realign both the RF and dark-current pulses resulted in a sig-

nificant improvement in the time jitter to about 200 ps, an example of which is shown

in Fig. 3.23. This is half the sample period of the oscilloscope, representing the uncer-

tainty with which the oscilloscope could measure time. Thus, the alignment procedure

was believed to be working correctly. The residual uncertainty was thought to be a

fundamental limitation caused by phase noise of the oscilloscope’s internal sampling

clock, and possibly could have been reduced if a precision frequency reference were

used.

The effect of the reduction in time jitter can also be seen in Fig. 3.25, where the

difference in the signal variance before and after time alignment is about 10 dB over

most of the signal’s bandwidth.

To be able to determine if the variance spectrum is statistically significant, an estimate

of the noise spectrum resulting from the residual time jitter of 200 ps RMS was calcu-

lated to use as a reference. This spectrum would effectively quantify the uncertainty

of the variance measurement as determined by the time resolution of the oscilloscope.

This estimate was calculated by taking the PSD of the difference between the mean
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Figure 3.23: Number of pulses vs. relative time shift of the RF pulse amplitude in
ns. The timing of each pulse in this plot is defined as the time at which the signal
first exceeded 50% of the maximum value found in the waveform. Blue: before post-
processing, showing an RMS jitter of about 900 ps. Red: after post-processing, showing
an RMS jitter of about 200 ps.

Figure 3.24: Power spectral density of the pulses shown in Fig. 3.18 in dBm/Hz vs.
frequency in MHz. A 50 MHz high pass filter was used. Red: total power spectral
density of the signal. Green: power spectral density of the random component of
the signal. Dark blue: total power spectral density of the background noise. Light
blue: power spectral density of the random component of the background noise. Black:
thermal noise excluding the input noise of the oscilloscope itself. Magenta: quantisation
noise.
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Figure 3.25: Power spectral density of the pulses shown in Fig. 3.18 in dBm/Hz vs.
frequency in MHz. This is the same plot as Fig. 3.24, with the exception that the solid
green curve shows the power spectral density of the random component of the signal
after time alignment and the dashed green curve shows its value before time alignment.

of all the dark-current pulses and the mean shifted by the RMS jitter of 200 ps. This

spectrum is shown plotted with the other spectra in Fig. 3.26.

It can be seen that the observed pulse-to-pulse variance can be attributed to the residual

misalignment over most of its bandwidth. However, over the range 30 - 60 MHz, the

variance PSD still exceeds the uncertainty. While this could be a candidate for the

fluctuations being searched for, it is likely to be caused by another source of error which

will be discussed later.

RF Modulation Effects

The analysis done thus far has assumed that each RF pulse is identical, and thus that

any fluctuation in the measured dark current that exceeded the measurement noise

must have been caused by a change in the properties of the emitter itself. However,

the RF input has inherent uncertainty in its level and pulse shape. Such noise is

expected to result in a fluctuation of the dark current, even for a perfectly stable field
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Figure 3.26: Power spectral density of the pulses shown in Fig. 3.18 in dBm/Hz vs. fre-
quency in MHz. This is the same plot as Fig. 3.24, with the addition of the yellow curve
representing the estimated noise spectrum resulting from the residual misalignment in
time of about 200 ps RMS.

emitter. Thus, for any dark-current fluctuation measured to be considered significant,

it would have to exceed the noise contribution from the incident RF.

An attempt was made to obtain an estimate of the contribution of the RF fluctuations

to the measured dark current, though the results were ultimately not used due to

shortcomings of the overly simple mathematical modelling. This estimate involved

modelling the structure as a point field emitter with a Fowler-Nordheim current-field

dependence. A power scan was used to empirically measure the dependence of the

current captured by the Faraday cup on the incident power and thus surface electric

field. Both current and the derived surface electric field were averaged over the duration

of the pulse. As the properties of field emission in accelerating structures are known to

vary over time, care was taken to make sure that this curve was measured immediately

before the fluctuation measurement.

The peak surface electric field as a function of time Ei(t) was calculated for each pulse

i, based on the output of the IQ demodulator and its calibration curve. Ei(t) was then
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used as an argument of the empirically measured current-field dependence to obtain a

predicted value for the collected current Ii(t). A comparison of the dark current pulses

reconstructed in this manner and the actual measured pulses is shown in Figure 3.27.

The overall shape and level of the signal are similar in the two cases, but there are

clearly features in the measured signal that are not accounted for by this simple model.

Figure 3.27: Voltage on the upstream Faraday cup in mV vs. time in ns. Different
coloured curves represent different pulses at the same RF power level. Left: original
signals as measured by the oscilloscope. Right: reconstructed signals based on the
incident RF signal assuming a single field emitter and no electron transport effects.

An obvious limitation of this model is that it does not take into account the transport

of electrons over the roughly 10 cm distance from the emission sites to the Faraday cup.

The variation in time of flight may thus have a significant effect on the time structure

of the current collected by the Faraday cup. This is because the electrons emitted by

the upstream Faraday cup have not been captured by the accelerating structure, and

thus may have a large spread of energies and thus velocities, leading to a spread in

time of flight. The oscillations in the measured dark current signal in Fig. 3.27, largest

just after the 1100 ns mark, appear to be very consistent from pulse to pulse, which

makes it unlikely that they are the result of random dislocation motion.

Some more insight can be gained from performing a similar analysis on the recon-

structed dark-current signal in the same way as the measured signals. These are shown

in Fig. 3.28 for measurements made without any high-pass filtering before the oscillo-

scope. For frequencies above 10 MHz, the power spectral density of the actual signal
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Figure 3.28: Power spectral density of dark current signals measured without a high
pass filter in dBm/Hz vs. frequency in MHz. The plots are shown on two separate
sets of axes for clarity. Red solid curve: total power spectral density of the measured
signal. Purple solid curve: total power spectral density of the reconstructed signal.
Green solid curve: power spectral density of the random component of the measured
signal. Purple dashed curve: power spectral density of the random component of the
reconstructed signal. Dark blue: total power spectral density of the background noise.
Light blue: power spectral density of the random component of the background noise.
Magenta dashed curve: quantisation noise.
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exceeded that of the reconstructed one, which is consistent with the presence of oscilla-

tions in the actual signal that were not present in the reconstructed signal in Fig. 3.27.

Figure 3.29: Power spectral density of dark current signals measured with a 50 MHz
high-pass filter in dBm/Hz vs. frequency in MHz. Red solid curve: total power spectral
density of the measured signal. Red dashed curve: total power spectral density of
the reconstructed signal. Green solid curve: power spectral density of the random
component of the measured signal. Green dashed curve: power spectral density of
the random component of the reconstructed signal. Dark blue: total power spectral
density of the background noise. Light blue: power spectral density of the random
component of the background noise. Yellow: noise spectrum resulting from the residual
misalignment in time. Black: thermal noise excluding the input noise of the oscilloscope
itself. Magenta: quantisation noise.

More detail can be seen in Fig. 3.29, in which a similar comparison is made for mea-

surements done with a 50 MHz high-pass filter on the Faraday cup channel. Over the

bandwidth of this signal, about 20 MHz to 400 MHz, the variance of the reconstructed

signal was well above that of the measured signal. Based on this model, the mea-

sured variance cannot be considered statistically significant. However, for the reasons

discussed earlier, this model may not be reliable. It is also possible that the large

variance in the reconstructed dark current may be a result of uncertainty in the mea-

surement of the RF signal, rather than a real pulse-to-pulse variance, propagated to
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the dark-current signal. This prompted a closer study of the RF signal in addition to

the dark-current signal.

Figure 3.30: Power spectral density of the incident RF signal in dBm/Hz vs. frequency
in MHz. Red: total power spectral density of the signal. Green: power spectral density
of the random component of the signal. Dark blue: total power spectral density of the
background noise. Light blue: power spectral density of the random component of the
background noise. Yellow: noise spectrum resulting from the residual misalignment in
time.

The result of performing the same analysis done on the dark current signal on the

amplitude of the demodulated RF signal is shown in Fig. 3.30. It shows a pulse-to-

pulse variance slightly above the background noise between 0 and 40 MHz, meaning

that the variance of the RF pulses was measurable and that this should have resulted

in a measurable dark-current variance, if the point field-emitter model were accurate.

Due to the large difference between the observed and predicted behaviour, the point

field-emitter model proposed was deemed inadequate, and no conclusions about the

significance of pulse-to-pulse variance of the dark-current signal (for example as in

Fig. 3.29) based on it were drawn. Without further knowledge of the behaviour of

electrons travelling between the emission site and the Faraday cup, it was not thought

to be feasible to obtain any more useful information from this study. A Particle-in-
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Cell (PIC) simulation is one way by which electron transport in this system could be

studied.

Figure 3.31: Path of the high-power RF pulse incident on the structure under test, and
relevant directional coupler signals: ‘KLYIN’, the signal incident to the klystron input;
‘PKI’, the signal output from the klystron, ‘PSI’, the signal incident to the structure
under test.

RF signals further upstream of the structure were also investigated to determine if a

source of the 40 MHz peak in the variance of the measured dark-current signal could

be identified. Fig. 3.31 shows the path of the high-power RF pulse from the solid-state

klystron driver amplifier to the structure itself. Due to the use of a SLED-type pulse

compressor [111] to multiply the peak power, an RF pulse of about 1.1 µs in duration

was generated by the low-level RF (LLRF) electronics, which was then amplified by the

solid-state amplifier and the klystron. The RF phase of the pulse was ramped over the

final 200 ns of this pulse in order to cause the pulse compressor to release the energy it

stored over the first 900 ns and produce a compressed pulse of high peak power lasting

up to 200 ns.
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Figure 3.32: Analysis of the RF signal input to the klystron from the solid-state driver
amplifier, comparing the spectral content of two different sections of the pulse. The two
plots on the left show the RF signal amplitude, as measured by the IQ demodulator,
in volts vs. time in ns. The time window for the DFT, show as blue dashed lines,
encompasses the compressed pulse in the top left plot and the flat part of the pulse in
the bottom left plot. The two plots on the right show the spectra of the signal in the
respective time windows in dBm/Hz vs. frequency in MHz. In each of the spectrum
plots, the red curve represents the total power spectral density of the signal, the green
curve represents the power spectral density of the random component of the signal, the
dark blue curve represents the total power spectral density of the background noise,
the light blue curve represents the power spectral density of the random component
of the background noise, and the yellow curve represents the noise spectrum resulting
from the residual misalignment in time.
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Fig. 3.32 shows the 1.1 µs long pulse produced by the solid-state amplifier delivered to

the input of the klystron. The signal was taken from the channel labelled ‘KLYIN’ in

Fig. 3.31. The limited bandwidth of the system results in variations in amplitude during

the period of rapid phase change in the final 100 ns of the pulse. Spectral analysis was

performed on two separate time windows: one encompassing the phase ramp used to

produce the compressed pulse, and another sampling part of the flat section of the pulse.

The first window has much more power at high frequencies due to the presence of a large

step. The presence of large, fast edges in the compressed pulse makes it susceptible

to any residual time misalignment that may be present in the recorded data. This

places a limitation on the sensitivity of the variance measurement, as is evident from

the elevated misalignment noise spectrum. Despite the reduced sensitivity, measurable

variance exceeding the noise floor was still visible at low frequencies, indicating some

pulse-to-pulse jitter in the average power level delivered to the klystron.

The second window, on the other hand, only had a significant power spectral density

below 20 MHz, and less time-misalignment noise. The lower noise floor revealed three

clearly visible peaks at about 40, 80 and 120 MHz, that are all above the background

noise. These frequencies are all integer multiples of 40 MHz, and thus might be har-

monically related to each other, suggesting that they might be the consequence of an

unwanted signal coupled into the LLRF electronics responsible for generating the RF

pulse. If the signal was not phase-locked with the RF pulses, it could have had a

different phase in each pulse recorded and thus appeared as a pulse-to-pulse variation.

The fact that an unwanted 40 MHz signal was present in the signal incident to the

klystron makes it likely that it was also present in the compressed pulse incident to

the accelerating structure. There is no 40 MHz peak clearly visible in the variance

spectrum of the RF incident to the structure, as shown in Fig. 3.30, though it may

have been obscured by the harmonic content of other features in the signal, as with

the two time windows studied in Fig. 3.32. The fact that the klystron was saturated

may have reduced the amplitude of the accidental 40 MHz modulation relative to the

12 GHz carrier frequency. When driven into saturation, the differential gain (change



3.2. SEARCHES IN RF STRUCTURES 179

in output power per change in input power) is much lower than its maximum gain,

meaning that any small modulation of the RF amplitude would be reduced, since the

klystron cannot be considered to be a linear amplifier in this regime.

The presence of this small 40 MHz component in the surface electric field may be the

reason for the 40 MHz peak in the variance spectrum of the upstream dark current. The

point field-emitter model discussed in Sec. 3.2.3 also suggests that the amplitude that

this component would need to have in order to explain the peak in the dark current

signal is lower that the smallest amplitude measurable with the experimental setup

used. Thus, it is plausible that the observed 40 MHz peak in the variance spectrum

was caused by this unwanted signal in the incident RF.

Having considered the most significant sources of error, there appears to be no conclu-

sive evidence that there was any pulse-to-pulse variation in the dark current captured

by the upstream Faraday cup that could have been caused by dislocation motion un-

der high fields. The ultimate limit to the sensitivity of the dark-current measurements

performed turned out to be time misalignment from pulse to pulse, as detailed ear-

lier in this section. One way to reduce its effect would be to avoid fast changes in

the RF waveform’s amplitude and phase. Fig. 3.32 demonstrates the improvement in

sensitivity that this would cause. The rapid modulation is a necessary consequence

of the use of a SLED-type pulse compressor in the test stand, needed to achieve the

requisite peak RF power. An alternative, however, exists in the form of the Nextef test

facility [121] at the National Laboratory for High Energy Physics (KEK) in Japan, in

which the outputs of two 50 MW X-band klystrons are used to produce sufficient RF

power without the need for a pulse compressor. The low-level RF signal driving the

klystron exhibited some pulse-to-pulse jitter in its amplitude, in addition to containing

unwanted components at 40, 80, and 120 MHz, which also made the desired fluctuation

signal more difficult to detect. A review of the low-level RF electronics could reduce

these background signals as well.
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Variation of Signals with Surface Electric Field

The dislocation model predicts changes in the behaviour of the fluctuations when condi-

tions approach breakdown, such as a change in the shape of the probability of finding

the system in a given state n. Given that, a search was made for evidence of any

anomalous behaviour indicative of such changes as the incident power was varied. It

should be noted that although the dislocation model makes predictions of the mean

time taken to move from a given state to an adjacent state, which occurs below the

surface, it does not make any predictions of how the dark current signal should change

in response to this. Such a prediction would require knowledge of the relationship

between subsurface movement and surface changes.

Figure 3.33: Square root of the dark current signal power in W 1/2 vs. peak surface
electric field in MV/m. In each plot, the blue points represent the total signal power
within the specified frequency band for each measured pulse, the red points represent
the power of the deviation of each pulse from the mean of all the pulses with that
nominal power level, and the black points represent the background noise. Fits were
performed by minimising χ2 summed over all the data points. Top left: between 1 and
50 MHz. top right: between 50 and 100 MHz. Bottom left: between 100 and 300 MHz.
Bottom right: between 300 and 1000 MHz. Due to high-frequency switching noise from
the klystron modulator, the signal in this frequency range is above the background even
at low RF power levels.
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In the absence of a more precise prediction, the dependence of the deviation of the

signal from the mean as a function of applied electric field was studied. In this case,

‘mean’ refers to the average of all the pulses at that particular nominal RF power.

To potentially gain more insight, the signal was split up into several frequency bands

that were analysed separately. An example of this can be seen in Fig. 3.33. The data

presented in this figure was taken without a high-pass filter, and is the same data as

that in Fig. 3.24. There is a clearly visible signal in the 1 MHz to 50 MHz frequency

band, which qualitatively resembles a Fowler-Nordheim curve, with a deviation from

the mean that also appears to increase with the electric field in a similar manner. The

signal power in the higher frequency bands is much lower, consistent with the spectra

shown in Fig. 3.24.

The data was also plotted on Fowler-Nordheim axes, as in Fig. 3.34 for easier identi-

fication of field emission phenomena. A linear fit was made to each of the plots in all

the frequency bands to obtain the apparent field enhancement factor β. As expected,

the total signal and the deviation from the mean in the 1 MHz to 50 MHz frequency

band produced good fits with positive β values, indicating consistency with Fowler-

Nordheim field emission, whereas the background noise and the signals in the other

frequency bands did not. The fitted β for the deviation signal was slightly higher than

that of the total signal.

A similar plot for data taken with the 50 MHz high pass filter is shown in Fig. 3.35. Due

to the increased sensitivity of this configuration, dark current signals are now visible

in the 50 MHz to 100 MHz and 100 MHz to 300 MHz frequency bands, as evidenced

by positive β values and good fits to linear functions. As before, the fitted β for the

deviation signal was slightly higher than that of the total signal in each of the frequency

bands.

The interpretation of these results can be aided by a simple simulation of the behaviour

of a hypothetical signal with a current variance that has a known dependence on the

electric field, and what this would look like on the Fowler-Nordheim plots shown above.
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Figure 3.34: A measurement of the RMS field emitted current on Fowler-Nordheim
axes, i.e. log10(Irms/E

2.5) vs. the inverse of surface electric field in m/V. In each plot,
the blue points represent the total signal power within the specified frequency band for
each measured pulse, the red points represent the power of the deviation of each pulse
from the mean of all the pulses with that nominal power level, and the black points
represent the background noise. Fits of the field-enhancement factor β are shown. The
fits were performed by maximising the likelihood summed over all the data points,
assuming Gaussian current noise. Top left: between 1 and 50 MHz. top right: between
50 and 100 MHz. Bottom left: between 100 and 300 MHz. Bottom right: between 300
and 1000 MHz.
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Figure 3.35: A measurement of the RMS field-emitted current, measured with a 50 MHz
high-pass filter, on Fowler-Nordheim axes, i.e. log10(Irms/E

2.5) vs. the inverse of
surface electric field in m/V. In each plot, the blue points represent the total signal
power within the specified frequency band for each measured pulse, the red points
represent the power of the deviation of each pulse from the mean of all the pulses with
that nominal power level, and the black points represent the background noise. Fits of
the field-enhancement factor β are shown. The fits were performed by maximising the
likelihood summed over all the data points, assuming Gaussian current noise. Top left:
between 1 and 50 MHz. top right: between 50 and 100 MHz. Bottom left: between
100 and 300 MHz. Bottom right: between 300 and 1000 MHz.
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Any consistency with a very strong dependence on electric field or of a sharp transition

close to breakdown conditions would suggest the existence of the proposed dark-current

fluctuations.

In this simple simulation, we define f to be the Fowler-Nordheim equation relating the

emitted current I0 to the enhanced surface field β0E:

I0 = f(β0E), (3.17)

where E is the surface electric field and β0 is the field-enhancement factor. The de-

viation in current δI represents the pulse-to-pulse variation in dark current that has

been studied in previous sections. In this model, δI is assumed to arise as a result of

a deviation in surface field δE. This may be caused by a true change in the surface

field, such as would be the case with a noisy power source, or a change in the local

field enhancement factor by δβ = β/E · δE, which would produce the same change in

current. A change in local field enhancement could be caused by a change in geometry,

which could arise as a result of dislocation motion.

I0 + δI = f(β0(E + δE)) = f(β0E + β0δE), δE � E (3.18)

The deviation in field was then assumed to have a power-law dependence on the nominal

electric field E:

δE ∝ Eα, (3.19)

where α is some constant. Constant, additive noise would result in a deviation that

does not depend on the nominal field, yielding α = 0, and a fixed uncertainty in the

gain of an amplifying stage would result in a deviation that depends linearly on the

nominal field, i.e. α = 1. A constant deviation in β caused by a fluctuation in the

geometry of the emitter independent of E, would also correspond to α = 1. On the
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other hand, the breakdown rate is proportional to E30, and any process that plays a

role in breakdown should have a very sudden onset. It would thus be reasonable that

the occurrence of fluctuations in dark current would be a very strong function of the

surface field and have a very large value of α.

Figure 3.36: Field emitted current on Fowler-Nordheim axes, i.e. log10(I/E
2.5) vs.

the inverse of surface electric field in m/V. The black solid line represents the mean
field emitted current I0, whereas the coloured dashed lines represent the deviations in
current δI arising from a deviation in field δE, which is proportional to Eα. Different
colours represent different values of α, as indicated on the legend. A field-enhancement
factor of 50 was assumed. A constant was added to each of the plots to ensure that
they all pass through zero for easier comparison of their slopes.

Fig. 3.36 shows the result of plotting δI along with I0 for several different values of

α on Fowler-Nordheim axes, where it can be seen that the slope of the δI plot differs

slightly from that of I0, depending on the value of α chosen.

The slope of each of the plots in Fig. 3.36 can be used to obtain a value for the apparent

field enhancement βfit. This was done over a range of values of α for different field

enhancement factors β0. The relationship between the apparent βfit obtained from the

current deviation, and the original β0, is shown in Fig. 3.37. This result suggests that

βfit obtained from the deviation should be significantly lower than β0 obtained from

the mean current if it is caused by a very strong function of E, and higher than β0 if

the deviation depends weakly on E.
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Figure 3.37: The ratio of the apparent βfit of current deviations to the ‘true’ field
enhancement β0 vs. the exponent α. For each of the values of β0 shown, a deviation
with a sudden onset, and therefore a large value of α, implies βfit < β0.

In the experimental results shown in Figs. 3.34 and 3.35, the fitted β obtained from

the deviation was higher than that obtained from the total signal by a factor between

1.1 and 1.4. By comparison with Fig. 3.37, it can be deduced that the deviations all

correspond to a small α of around 1, and are not consistent with the existence of a sharp

transition as predicted by the dislocation hypothesis. The measurements performed

here include field levels at which a high breakdown rate was expected, meaning that the

current deviation was as large as practically possible with this setup. The peak surface

field reached in this data set was 247 MV/m, the highest in this series of measurements.

The measurement was continued until a breakdown occurred, meaning that if any

measurable precursor signals were present, they should have been observed. Despite

this, no evidence supporting the dislocation hypothesis was found in studies of the

dependence of the dark current signal on the incident power.

3.2.4 Conclusion

The incident RF and emitted dark current were precisely measured with maximum

bandwidth and minimum noise. Measures were taken to improve the sensitivity of

the measurement and analysis as much as possible. No evidence for fluctuations in
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dark current caused by dislocation motion in RF accelerating structures under test in

the XBox test stands have been found. This could mean that either the hypothesis is

either incorrect or incomplete, or that the fluctuations were too small to be measured

practically.

The measurement was hindered somewhat by the complexity of the experimental setup.

The uncertainty in the surface field was made worse by the need for pulse compression

to reach sufficiently high electric fields, and well as the pulsed nature of the applied

field. These two constraints meant that there was large amount of background electro-

magnetic noise in the Faraday cup signal and the RF wave incident on the accelerating

structure under test, which reduced the sensitivity of the measurement. The dynamics

of electron transport between the emission site and the Faraday cups was also a notable

problem. It was shown that the current reaching the Faraday cup had a time structure

that did not match the expected field-emitted current given the applied surface electric

field. The most likely explanation for this discrepancy is that the fraction of the emit-

ted current that reached the Faraday cup, as well as the transit time, varied with time.

These effects are also likely to have made it more difficult to measure dark-current

fluctuations.

3.3 Measurement in the DC Spark System

The difficulties encountered with trying to measure dark-current fluctuations in proto-

type RF structures, such as the dynamics of the emitted electrons which are difficult to

model with the limited amount of initial information, prompted a similar investigation

on the LES. From the perspective of dislocation dynamics, the conditions in the LES

are expected to be very similar to those in the RF structures, as both are subject to

very high surface electric fields (about 80 MV/m for the LES, and about 220 MV/m

for the RF structures), and both use the same copper alloy put through the same

heat treatment. Dark current is measured in the LES as well. The LES is a much

simpler system than the XBox facility and is much more amenable to modifications
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in the setup. It also offers the possibility of applying an unpulsed DC voltage to the

electrodes. The pulsed nature of the applied RF field in the structures tested in the

XBoxes produced a significant background signal which made dark-current fluctuations

more difficult to detect (see Sec. 3.2). Thus, not having a pulsed voltage is one factor

which contributed to the improved sensitivity of the measurement at the LES.

Vacuum-Chamber Simulations

Figure 3.38: Surface electric field in the LES chamber in V/m vs. position. A 100 MHz
sinusoidal current was assumed to flow across the centre of the gap. The location of
the current source and the top and bottom ports of the chamber are labelled.

An electromagnetic simulation was performed on the geometry of the vacuum chamber

of the LES to understand how well a fluctuation signal originating from the inter-

electrode gap could propagate through the chamber to the vacuum feedthrough where

it could be read. The setup of the vacuum volume and the results are shown in Fig. 3.38,

with the dark current being modelled as a current flowing across the centre of the gap.

The top and bottom feedthroughs were modelled as coaxial ports. A 50 Ω charac-

teristic impedance was assigned to the coaxial ports, since this was the characteristic

impedance of the coaxial cables connecting the chamber with other components.



3.3. MEASUREMENT IN THE DC SPARK SYSTEM 189

Figure 3.39: The signal propagation characteristics of the LES, with 40 mm diameter
circular electrodes with a gap size of 40 µm. Red curve: simulated transfer impedance
(the ratio of the voltage measured at the top feedthrough to the field-emitted current
in the gap) in Ω vs frequency in MHz. Solid blue curve: simulated insertion loss |S21|
between the top and bottom feedthroughs in dB vs. frequency in MHz. Dotted blue
curve: measured |S21| vs. frequency in MHz.

The results of two simulations with this setup are shown in Fig. 3.39. In one of those

simulations, the transfer impedance relating the current across the gap and the voltage

on the top port is shown as a function of frequency. The bottom port was shorted,

as it is normally done in the LES to ensure that the bottom electrode is at ground

potential. A high transfer impedance is desired for maximum sensitivity to small cur-

rents. In the other simulation, the insertion loss S21 between the top and bottom

ports was calculated. This simulation was performed to verify that the modelling of

the geometry was correct, as the S21 of the LES chamber could be measured using a

Vector Network Analyser (VNA), whereas there was no easy way of directly measuring

the transfer impedance. The calculated and measured values of S21, both plotted in

Fig. 3.39, appear broadly consistent with each other. It is likely that the small dis-

crepancies between the simulation result and measurement were caused by the vacuum

feedthroughs, which were not modelled in the electromagnetic simulation.

The transfer impedance has a constant value of 50 Ω up to a cutoff frequency of about

3 MHz, above which it decreases as 1
f
. There are resonant peaks at around 200 and
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700 MHz, at which the transfer impedance is significantly larger than at neighbouring

frequencies, which makes these frequencies likely candidates for detecting very fast

events. A possible reason for the existence of these peaks is the formation of an

inductor-capacitor resonator from the capacitance of the gap and the inductance of the

electrical vacuum feedthrough. Due to the existence of Johnson-Nyquist thermal noise

in any electronic system [114], signals below a certain power spectral density cannot

be detected. Thus, the transfer impedance is an important quantity to take note of.

Using the values from this simulation, one can conclude that the thermal noise floor,

assuming a 50 Ω system at room temperature, is equivalent to a current noise in the

gap of 68 pA/
√

Hz at 0.1 MHz, and 273 pA/
√

Hz at 700 MHz. In comparison, the RF

jitter in the accelerating-structure measurements detailed in Sec. 3.2 is equivalent to a

current noise at the Faraday cup of about 2.5 nA/
√

Hz, which is more than an order of

magnitude larger. As typical dark-current signals are on the order of 100 µA in both

the DC and RF setups, the LES offers the potential for much greater sensitivity than

the RF experiments, especially for low-frequency signals.

High-Voltage Bias Tee

While the LES could achieve greater sensitivity than the measurements in the XBoxes,

one disadvantage is that the dark current had to be measured on the input port, to

which high voltages of up to 10 kV were applied to set up the required electric field

in the inter-electrode gap. This made it unfeasible to directly connect any sensitive

measurement equipment to the port, since this would be likely to damage it.

Figure 3.40: A conceptual schematic of the proposed bias tee. Several capacitors are
connected in series to improve the voltage holding capability of the device.
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A component which would resolve this incompatibility is a bias tee, for which a con-

ceptual schematic is shown in Fig. 3.40. A bias tee acts as a high-pass filter between

the RF+DC and RF ports, allowing AC signals to pass through but not a constant DC

voltage. In this case, the RF+DC port would be connected to the vacuum chamber,

the DC port connected to the high-voltage supply, and the RF port connected to the

data acquisition.

Although bias tees rated up to about 100 V are frequently used in the telecommunica-

tions industry, no commercially available bias tees that could withstand a DC voltage

of 10 kV could be found. Thus, a custom bias tee had to be designed for this ap-

plication. The design objective of the bias tee was to ensure an impedance-matched

signal path for the fluctuation signal, whilst blocking the DC high voltage. Since the

frequency spectrum of the fluctuations was still not known at this point, the band-

width was made as high as possible to maximise the chances of detecting the signal. In

particular, a bandwidth encompassing the 660 MHz resonance of the vacuum chamber

was considered desirable.

Real capacitors have a finite size and thus have some amount of inductance associ-

ated with the current path through the capacitor. This parasitic inductance is one

mechanism which limits the bandwidth of a real device. The choice of capacitor was

a compromise between voltage rating, package size (which determines the parasitic in-

ductance), and capacitance. The capacitance C of a parallel-plate capacitor is given

by [122]:

C =
εA

d
, (3.20)

where ε is the permittivity of the dielectric, A is the electrode area, and d is the

separation between the plates. Multi-layer ceramic capacitors (MLCCs) were used in

this design, which consist of a stack of several parallel-plate capacitors connected in

parallel in a single unit. A higher voltage rating requires a larger value of d, which

in turn reduces the capacitance for a fixed electrode area. Since a capacitance that
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Package type Dimensions (mm) Parasitic inductance (pH)
0603 1.5× 0.8 360
0805 2.0× 1.3 320
1206 3.0× 1.5 540
1812 4.5× 3.2 1130

Table 3.2: Properties of KEMET’s high-voltage surface-mount capacitors [123]. The
values of parasitic inductance are given for a frequency of 1 GHz [122].

is too low will result in excessive attenuation of low frequencies, this will have to be

compensated for by using physically larger capacitors with a larger area, and thus (in

most cases) higher parasitic inductance. Table 3.2 shows a list of common MLCC sizes

with their associated parasitic inductance.

After considering a number of commercially available options, it was decided that the

best solution was to use several lower-voltage capacitors in series rather than a single

capacitor rated for 10 kV. The final choice of capacitor was the KEMET C1812X471

[124], with a voltage rating of 2 kV, a capacitance of 470 pF, and C0G dielectric material

- which ensures a stable capacitance with applied voltage [125]. To add safety margin,

eight stages of capacitors in series were used, hypothetically giving a voltage rating of

16 kV. To increase the total capacitance, each stage consisted of two of these capacitors

stacked vertically. To ensure an even split of the total voltage across each capacitor,

a 10 MΩ resistor was also placed in parallel with each capacitor stage. Without these

resistors, the voltage across each capacitor would be defined by the leakage resistance of

the capacitor dielectric, which could vary significantly from unit to unit. As the leakage

resistance is on the order of 1 GΩ or more, adding a 10 MΩ resistance in parallel made

sure that the effect of the leakage resistance became negligible. The addition of the

resistors produced a path between the high voltage node and ground with a resistance

of 80 MΩ, which will result in a DC current of 125 µA at the maximum voltage of

10 kV. This was not considered a hindrance as this was well within the maximum

output current of the DC power supply used with the LES, and was not expected to

make any difference to the fluctuation measurements.
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It was found that by spacing the capacitors out with sections of transmission line, a

periodic structure could be formed such that the frequency response of the bias tee

was improved. Fig. 3.41 shows a more detailed schematic in which both the parallel

resistors and the transmission line sections are shown; Td refers to the group delay of

each section of transmission line.

Figure 3.41: A schematic of a practical implementation of the bias-tee design including
the parasitic inductance of the capacitors. Sections of 50 Ω microstripline of propaga-
tion time Td are included between each capacitor. There is also a high-value resistor
in parallel with each capacitor to ensure an even division of the total voltage between
them.

Fig. 3.42 shows the results of an LTspice [126] circuit simulation of the bias-tee with

different values of Td. Here, one can see that a nonzero value of Td brings about an

improvement in the bandwidth of the device. An explanation for this improvement is

as follows: the reflection from each capacitor stage, caused by the impedance mismatch

due to the parasitic inductance, is shifted in phase by a different amount as each indi-

vidual reflection experiences a different propagation delay. This causes the reflections

to interfere destructively at the input port of the bias tee, reducing the magnitude of

the sum. However, there exists a frequency at which the phase shift across one section

of transmission line is equal to 180◦. This results in constructive interference of the

individual reflections, leading to complete reflection of the incident signal. This be-

haviour can be seen in Fig. 3.42 as a sharp high frequency cutoff. In the final design,

the capacitors were separated by 3.9 mm long sections of microstrip, with Td = 24 ps,

which was found to give the greatest |S21| bandwidth.



194 CHAPTER 3. DARK CURRENT FLUCTUATIONS

Figure 3.42: Simulated insertion loss |S21| of the bias tee vs. frequency in MHz. Blue:
for Td = 0 ps. Red: for Td = 25 ps. Yellow: for Td = 50 ps.

Another feature of the bias tee was the protection of sensitive electronics and human

operators on the low-voltage side of the bias tee from high voltages in case of a failure

of the high-voltage capacitors. A Transient Voltage Suppressor (TVS) diode [125] was

introduced to clamp the voltage on the RF port in case of an arc across the capacitors.

A TVS diode is normally operated in reverse bias, such that negligible current flows

through it. Thus, it does not significantly affect the operation of the circuit under

normal conditions. However, above a critical threshold voltage, the device undergoes

avalanche breakdown and begins conducting large amounts of current. This loads the

high-voltage source, causing the voltage across the diode to be limited to a safe value.

The type of TVS diode used had to be carefully chosen to avoid reducing the fre-

quency response of the bias tee. This is due to the capacitance of the semiconductor

junction [125], which can have a low enough impedance to ground to cause a significant

impedance mismatch. The device chosen was the ON Semiconductor ESD7102 [127],

which was specifically designed to protect high-speed data lines and thus has a very

low capacitance of 0.3 pF. A single diode is rated for a maximum pulse energy of 5 mJ,

while the LES chamber at a voltage of 10 kV may contain up to 30 mJ of stored en-

ergy. Thus, the bias tee was equipped with eight parallel pairs of diodes to ensure safe

operation. The diodes in each pair were connected back-to-back in series, to halve the
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(a) Current in A vs. voltage in V for one
device, as provided by the manufacturer.
Avalanche breakdown occurs at around 22 V,
and the device begins conducting significant
amounts of current.

(b) Voltage in V (black) and current in A
(red) vs. time in µs measured on a bank
of eight pairs of devices connected in par-
allel when connected to a capacitor bank
charged to 10 kV pulse. The voltage across
the diodes was clamped to about 35 V.

Figure 3.43: Measurements of TVS diodes.

parasitic capacitance of each pair whilst only slightly increasing the clamping voltage.

This gives a total capacitance of 1.2 pF to ground, which corresponds to a reflection

coefficient of -14 dB at 1 GHz, still considered acceptable.

The correct functioning of this array of TVS diodes was verified by applying a 10 kV

pulse from a solid-state Marx generator to this array, and measuring the current and

voltage across it, as shown in the plot on the right in Fig. 3.43. The voltage was clamped

to about 35 V, which, referring to the plot on the left in Fig. 3.43, corresponds to a

current of about 8 A per branch, indicating a roughly equal split of the total current of

60 A. This was important to verify as diodes in parallel form a unstable system with a

tendency for one diode to conduct most of the current [125]. The instability was most

likely prevented by the existence of a significant series resistance within each diode,

as evidenced by the linear current-voltage relationship above 20 V in the left plot in

Fig. 3.43.

The assembled unit, along with a VNA measurement confirming the bandwidth of the

device, is shown in Fig. 3.44. During each fluctuation measurement, the Marx generator

normally used during conditioning was disconnected and replaced with a continuous

DC supply, along with a range of other components as shown in Fig. 3.45. A second,
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Figure 3.44: Left: photograph of the device in its enclosure. Right: Insertion loss |S21|
in dB vs. frequency in MHz. The blue plot represents a VNA measurement while the
red plot represents a simulation result with Td = 24 ps. The measured |S21| deviated
significantly from the simulation result at frequencies above about 1 GHz, which is
believed to be due to dielectric loss in the FR-4 substrate, and impedance mismatches
in the high-voltage connector which was not designed for high frequency signals.

Figure 3.45: A block diagram of the experimental setup for the search for dark current
fluctuations in the LES.
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low voltage bias tee was connected to the RF output of the high-voltage bias tee to

provide a DC discharge path to ground for the small current flowing through it. An

RF limiter was also added, as the 35 V clamping voltage of the TVS diodes would have

still been high enough to damage the amplifier and oscilloscope in the event of a failure.

The amplifier used was a single Mini-Circuits ZKL-2R5+ [115], with a bandwidth of

10 MHz to 2.5 GHz, and a gain of about 30 dB. With this setup, any fluctuation signals

originating from the vacuum chamber had a broadband impedance-matched path to

the oscilloscope.

Measurements with Normal Electrodes

Initial attempts at measuring dark-current fluctuations were made with 40 mm diame-

ter circular electrodes, with an inter-electrode gap of 40 µm. The electrodes were first

conditioned up to the point at which they could reliably sustain a surface electric field

of about 50 MV/m with a breakdown rate below 10-5 breakdowns per pulse, at which

point they were run at a constant electric field for about 200 million pulses. The setup

was then re-configured for fluctuation measurements as shown in Fig. 3.45. The applied

voltage was then scanned while the signal measured by the oscilloscope was recorded.

Care was taken to make sure no breakdowns occurred during the voltage scan.

Figure 3.46: The raw signal in V vs. time in µs as measured by the oscilloscope with
an applied voltage of 1800 V.
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Fig. 3.46 shows an example of a raw signal waveform from this measurement at an

applied voltage of 1800 V, corresponding to a surface electric field of 45 MV/m. No

salient features are discernible by eye in this waveform, nor could any dependence on

the applied voltage be seen. To aid with analysing this signal in more detail, a bank

of matched filters [128] was created.

The impulse response of each filter was a complex exponential oscillation whose am-

plitude was modulated to create a short pulse. In discrete time, this can be written as

a vector fn:

fn = wne
2iπf0n, (3.21)

where wn is a vector defining the amplitude and f0 is the frequency of the oscillation.

The filters were applied to the raw signal by calculating the cross-correlation between

the raw signal sn and the filter fn, i.e.:

yn =
∑
m

s∗nfm+n, (3.22)

where yn is the vector representing the filtered signal, and s∗n is the complex conjugate

of sn.

A matched filter gives a large cross-correlation value for events whose frequency content

matches that of the filter, and a low value for random noise or signals with little power

at those frequencies. A matched filter maximises the signal-to-noise ratio (SNR) for

events which match the impulse response of the filter, i.e. fn = sn. The amplitude

of the filter’s impulse response should be zero outside a finite time span, so that the

events detected by the filter may be resolved in time. The Chebyshev window, already

discussed in Sec. 3.2.3, proved a suitable function for this task, and was thus used as

wn. A window span of 30 ns was found to work reasonably well. The impulse response

of one of these filters is shown in Fig. 3.47.
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Figure 3.47: A matched filter, as defined in (3.22), with f0 = 200 MHz and wn being a
30 ns long Chebyshev window.

Figure 3.48: Extraction of a test signal corrupted by random noise using a matched
filter. Top left: the test signal vs. time in ns. Top right: the test signal with added
Gaussian noise vs. time in ns. Bottom: cross-correlation result vs. time in ns.
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A test was performed on an example signal to demonstrate the effectiveness of this

method, depicted in Fig. 3.48. The test signal was a 200 ns long 100 MHz sinusoidal

pulse with unit amplitude. Gaussian noise of unit variance and zero mean was added to

this signal to simulate a noisy environment, producing the waveform shown in the top-

right plot. The signal-to-noise ratio was 0.5, and the signal was difficult to distinguish

from the noise by eye. The 100 MHz filter was then cross-correlated with the noisy

signal, the result of which is shown in the bottom plot. Here, the presence of the pulse

can be clearly seen.

Figure 3.49: Relative magnitude of spectra in dB vs. frequency in GHz for of each of
the twelve filters applied to the dark current signal. The black line represents the sum
of all the spectra.

Since, as mentioned before, the specifics of the fluctuation events were not known

beforehand, the optimal matched filter for these events could not be defined. Instead,

a set of filters was defined to cover the entire bandwidth of the raw signal from the

oscilloscope, with f0 ∈ {0, 100, 200, ..., 1100} MHz. The frequency spectra of all the

filters are shown in Fig. 3.49, demonstrating that they provide reasonably good coverage

of the entire bandwidth of the signal. The frequency ripple of the sum of the frequency

spectra, defined as the ratio between the highest and lowest points in the passband,

was 2.35 dB, corresponding to an amplitude ratio of 1.3. This was considered small

enough for the purposes of detecting the presence of a signal.
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Figure 3.50: Cross-correlation result vs. time in µs using the 0 MHz filter (see text).
Left: At an applied voltage of 0 V. Right: At an applied voltage of 1800 V. Occasional
spikes are visible such as the one near the 10 µs mark.

The result yn of cross-correlating the 0 MHz filter with the captured waveforms are

shown in Fig. 3.50. The figure shows a typical waveform with no voltage across the

gap and one with a voltage of 1800 V. There is a possible event event near the 10 µs

mark in the 1800 V plot. No such spikes were seen with any of the data recorded at

0 V, whereas some of the time windows at higher voltages showed more spikes such

as this one. No interesting features were seen with any of the other filters. Since a

key component of experimentally verifying the dislocation model was measuring the

distribution of time intervals between events and its dependence on the applied electric

field, it was decided that future measurements should focus on this. In the measurement

thus far, the waveforms were captured in 40 µs long windows, which turned out to be

too short to provide any useful information about the event interval.

Although no evidence of fluctuations was visible by eye in any of the cross-correlation

results apart from those from the 0 MHz filter, it was decided to verify this quantita-

tively. This was done by plotting the median correlation value as a function of applied

voltage for each of the filters, as shown in Fig. 3.51. All the of the plots were normalised

by dividing each value by the value obtain with that filter at 0 V. In this plot, it can

be seen that the median correlation with the 0 MHz filter consistently increased with

voltage between 1000 V and 1800 V. No such trend was visible with any of the other

filters.
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Figure 3.51: Median cross-correlation result using each of the filters vs. applied voltage
in V. Different coloured curves represent different filters, as indicated on the legend.
The cross-correlation values for each filter have been divided by the corresponding
value at 0 V. A strong dependence on voltage is visible for the 0 MHz filter, plotted as
a red curve.

Measurements with Ridged Electrodes

In an attempt to obtain a better signal, an opportunity was taken to replace the

electrodes used to make the measurement with ones featuring a machined ‘ridge’ on

their surface, as pictured in Fig. 3.52. These electrodes were left over unused from a

different experiment [129]. The ridge on each electrode had a flat top surface that was

10 mm long and 1 mm wide.

This decision was motivated by a consideration of the effect of the capacitance of the

inter-electrode gap on the transfer impedance between the current in the gap and the

resulting voltage at the feedthrough that this current produces. The transfer impedance

can be modelled by putting the characteristic impedance of the cable connected to the

feedthrough, Z0, in parallel with the impedance of the inter-electrode gap, which has

a capacitance Cgap, yielding an equivalent impedance Zeq:

Zeq(ω) =

(
1

Z0

+ iωCgap

)−1
(3.23)

where ω is the signal frequency. Given the gap spacing of 40 µm, diameter of 40 mm,

and the permittivity of free space, the gap capacitance was calculated using (3.20) to
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Figure 3.52: A diagram of the ridged electrodes and ceramic spacers [73].

Figure 3.53: Transfer impedance between a current in the gap and the voltage at
the chamber feedthrough in Ω vs. frequency in MHz. Solid red line: finite-element
simulation result with 40 mm-diameter circular electrodes. Dashed red line: resistor-
capacitor model of the 40 mm-diameter circular electrodes. Dashed black line: resistor-
capacitor model of the ridged electrodes.
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be 278 pF. This capacitance value was used along with Z0 = 50 Ω in (3.23) to obtain

a value for the transfer impedance which is shown in Fig. 3.53. In this figure, it can

be seen that the model matches the finite-element simulation result remarkably well

up to about 50 MHz, which is surprising given its simplicity. Above this frequency, the

resonant modes of the chamber begin playing a role, and the model no longer holds.

However, the model does show that if the capacitance of the gap could be reduced, the

transfer impedance could be increased, resulting in larger voltage signals for a given

magnitude of current fluctuation. To yield the minimum possible gap capacitance,

the two ridged electrodes were rotated 90◦ with respect to each other, such that the

ridges were crossed, resulting in an area exposed to high electric fields of about 1 mm2

in area. Neglecting the effect of fringing fields, this yielded a capacitance of 0.22 pF,

thus significantly reducing the effect of the capacitance on the transfer impedance.

This is demonstrated by the black dashed line in Fig. 3.53, which shows a substantial

improvement in the transfer impedance compared to the 40 mm circular electrodes.

Figure 3.54: Signal in V vs. time in µs for a voltage spike and subsequent ringing
observed with the ridged electrodes, at an applied voltage of 2000 V.

The use of the new electrodes appeared to bring about the desired effect, with spikes

becoming clearly visible in the raw signal without any need for filtering. An example is

shown in Fig. 3.54. In this plot, the superposition of two decaying sinusoids can be seen:

one with a frequency of 25 MHz which decays within about 200 ns, and another with
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a frequency of 2.5 MHz that takes several microseconds to decay. These are thought

to be the responses of various parts of the system, to an impulse of dark current in

the gap. As no resonances at either 2.5 or 25 MHz were observed when the LES was

measured with a VNA, these might possibly be the response of other parts of the setup,

such as the high-voltage power supply.

Figure 3.55: Blue curve: measured signal voltage in V vs. time in µs. Black dashed
line: threshold level used to identify voltage spikes. Red curve: a representation of the
output of the triggering logic, showing a nonzero value whenever the signal was above
the threshold and a zero value otherwise.

Apart from the poor signal-to-noise ratio, the other issue identified in the first mea-

surement was the short time windows over which the signal was recorded, making it

difficult to extract any useful information about the time intervals between successive

events. The length of the time window was limited by the memory capacity of the os-

cilloscope, as well as the time needed to save each waveform to disk. A window length

of 10 million samples was found to be the practical limit, and each waveform of this

size took several tens of seconds to save. To maximise the number of events observed

per window, the sample rate was set to 5 MS/s, the minimum needed to reliably sample

the 2.5 MHz ringing after the current impulse, according to the Nyquist criterion [130].

The appearance of this decaying response was used to infer that a spike had occurred,

since neither the initial spike nor the 25 MHz ringing could be seen at this sample rate.

Fig. 3.55 shows an example waveform captured with this sample rate. It also shows
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Figure 3.56: Measurements of dark-current fluctuations in the LES. In each plot, the
blue curve represents the mean event frequency in kHz vs. the cumulative number
of data samples taken while the red curve represents the applied voltage in V vs.
the cumulative number of data samples taken. The decrease in the maximum event
rate, as well as its variance, from each day to the next can be seen in this figure.
Plots of fluctuation rate vs. voltage for each scan are shown in Fig. 3.57. Top left:
measurement on the 29/10/2019. Top right: measurement on the 31/10/2019. Bottom:
measurement on the 1/11/2019.

how the events were counted using a simple threshold-crossing trigger. The threshold

level was set high enough that the background noise was unlikely to cross it, but most

fluctuation events did. The time at which the threshold was first crossed during a given

event was taken as the time at which that event occurred.

Several fluctuation measurements were performed over the course of a number of days

to obtain an ample amount of data. Fig. 3.56 summarises a series of three consecutive

measurements. On each day, three separate voltage scans were performed to check the

repeatability of the fluctuation rate. At each voltage setting, eight two-second time

windows were recorded at a sample rate of 5 MS/s, corresponding to 80 million sample

points. In between the fluctuation measurements, the system was reconfigured for
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conditioning and pulsed at a repetition rate of 2 kHz. One day of continuous running

translates to about 170 million pulses.

Statistical Analysis

Figure 3.57: Mean event frequency in kHz vs. applied voltage in V. Each curve rep-
resents one of the voltage scans shown in Fig 3.56. Blue: measurements from the
29/10/2019. Red: measurements from the 31/10/2019. Yellow: measurements from
the 1/11/2019.

Fig. 3.57 summarises the mean event rate measured over the course of the three days

as a function of the applied voltage. In this figure, each of the individual voltage scans

is shown as a separate plot. From this figure, it can be seen that there is a very strong

dependence of the event rate on the applied voltage, as expected from the mobile

dislocation model, which predicts that the rate of dislocation motion should increase

as the surface stress is increased. The curves also seemed to vary somewhat between

the individual scans from each day, and there was a clear difference in the rate above

2200 V between the different days.

Fig. 3.58 shows the decay in the mean event rate with time more clearly. At 2250 V,

which was the highest voltage common to all the scans, the mean event rate decreased

by about an order of magnitude between the first and last measurement. This is also

consistent with the dislocation model, as the electrodes were conditioned in this period.

The physical explanation of this is that the pulsed stress applied to the copper sur-
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Figure 3.58: Measured event frequency at an applied voltage of 2250 V in kHz vs.
voltage scan number. Each scan corresponds to one of the lines in Fig. 3.57, or one of
the three voltage scans in each plot in Fig. 3.56, arranged in chronological order. Scans
1, 2 and 3 were performed on the 29/10/2019, scans 4, 5 and 6 were performed on the
31/10/2019, and scans 7, 8 and 9 were performed on the 1/11/2019. Error bars are
shown based on uncertainty in measuring the rate.

face caused work hardening of the material, impeding the motion of dislocations and

reducing the event rate. There was a significant variation between the rates measured

on different scans on the same day. It should be noted that this is not due to the un-

certainty in the measurement of the rate, which, assuming an exponential distribution

of time intervals, can be expressed as:

σλ =
λ0√
N
, (3.24)

where λ0 is the mean event rate, and N is the number of events used for that data point.

The number of events measured for each data point in Fig. 3.58 ranged from 2549 to

34490, corresponding to an uncertainty ranging from 0.5% to 2.2%. The deviations

in event rate were much larger than this, suggesting that the rate and possibly the

probability distribution change over time as well.
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Figure 3.59: Event rate per slip plane λ0 in s−1 vs. surface electric field in MV/m.
A threshold Eth has been subtracted from the surface field value. Different colours
represent measurements performed on different days. Points represent measured data
while curves represent fits of the model as per Eq. (3.25) [131].

An attempt was made to fit the dependence of the mean event rate as a function of

the field to predictions made by the original model. The mean birth rate of mobile

dislocations per slip plane in the n = 0 state, λ0, was predicted to be:

λ0 =
25κCtc

G2b∆ρ
σ2
0exp

(
−Ea − Ωσ0

kBT

)
, (3.25)

where T is the absolute temperature, and σ0 is the stress in the case where there are

no mobile dislocations, i.e. n = 0. The remaining parameters are constants, listed in

Table 3.3. If the surface electric field E were the only source of stress, the stress would

depend on E as:

σ0 =
1

2
ε0(βE)2, (3.26)

where β is the local geometric field-enhancement factor. However, it was found that

the model and data agreed much better if a threshold field Eth was added such that:

σ0 =
1

2
ε0(β(E − Eth))2 (3.27)
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Symbol Value Unit Description
κ 0.41 - Kinetic factor of dislocation creation
Ct 2.31 km/s Speed of sound in copper
c 1 µm-1 Density of barriers in the slip plane
G 48 GPa Shear modulus of copper
b 0.25 nm Magnitude of the Burger’s vector of the dislocations

∆ρ 0.1 µm-1 Unit change in dislocation density
Ea 0.8 eV Activation energy of creating a mobile dislocation
Ω 5.6 eV/GPa Activation volume for releasing new mobile dislocations
kB 86.2 µeV/K Boltzmann’s constant

Table 3.3: Parameters of the MDDF model [131].

A possible source for this threshold field are pre-existing stresses in the material.

Eq. (3.25) was fitted to different data sets by varying the value of β and Eth, the

results of which are shown in Fig. 3.59. In this figure, each set of points corresponds

to data taken on a given day. In cases where multiple voltage scans were performed on

the same day, the data from all the voltage scans on that day was averaged. The value

of Eth was found to vary between 21 and 29 MV/m, whereas the β varied between 0.6

and 3.2. The good fits between the experimental data and the prediction were consid-

ered strong evidence that the fluctuations observed were indeed caused by dislocation

motion.

The exact shape of the probability distributions of the measured events was another

feature that exhibited good consistency with the prediction of the dislocation model.

The measured probability density function (PDF) was compared with two models. One

was the exponential distribution, which is the distribution of time intervals between

events that occur independently at a constant average rate [132]. Its PDF is defined

as:

f(τ) = λ0 − e−λ0τ , (3.28)

where τ is the time interval and λ0 is the average rate. The other was a two-parameter

hypoexponential distribution [133]. In this case, the events are not independent of

each other. Instead, there are two types of event, with every event of the first type
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(a) 1750 V. (b) 1875 V.

(c) 2250 V. (d) 2375 V.

Figure 3.60: Probability density vs. time interval between successive events in µs, as
measured in one of the scans on the 31/10/2019. The points represent measured data,
the red dashed lines represent the best-fit exponential distribution, and the blue dashed
lines represent the best-fit two-parameter hypoexponential distribution. The fits were
performed by minimising χ2 over all the data points. Top left: at 1750 V. Top right:
1875 V. Bottom left: at 2250 V. Bottom right: at 2375 V. It is believed that because
the dislocation process was non-stationary and its statistics varied over the duration of
the measurement, the data points for 2250 V and 2375 V have a large spread compared
to the sample standard deviation indicated by the error bars.



212 CHAPTER 3. DARK CURRENT FLUCTUATIONS

being followed by an event of the second type. In this case, these represent the birth

of a mobile dislocation (a transition from n = 0 to n = 1) and the death of a mobile

dislocation (a transition from n = 1 to n = 0), with average rates λ0 and µ1 respectively.

In principle, transitions between all the possible states should be taken into account

(e.g. n = 1 to n = 2, etc.). However, since the system is most likely to be found in

either the n = 0 or n = 1 states, as shown in Fig. 3.2, these two transitions should

be by far the most likely to occur, and a distribution taking into account only these

two transitions is expected to closely resemble the true distribution. The PDF of this

two-parameter distribution is given by:

f(τ) =
λ0µ1

µ1 − λ0
(e−λ0τ − e−µ1τ ), (3.29)

where λ0 and µ1 are the average rates of birth and death of mobile dislocations, with

λ0 6= µ1, and τ is the time interval between successive births. Fits of both of these

PDFs to experimentally measured distributions for different applied voltages are shown

in Fig. 3.60. At each of the different voltages, it can be seen that the hypoexponential

CDF approximates the experimental data better than the exponential CDF, further

supporting a model in which there are two independent sources of events, which the

dislocation model is an example of.

3.4 Discussion of Results

The measurements performed with the crossed electrodes in the LES clearly show the

existence of fast fluctuations in the field-emitted current emitted by the cathode. The

statistics of the time intervals between the events provide very strong evidence that

they are indeed caused by the motion of dislocations within the material as predicted

by Engelberg et. al.

No evidence for any such events was found in the experiments conducted on the RF

structures under test in the XBoxes. One reason for this may have been the lower
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effective noise floor in the LES, in part due to the lack of a pulsed electric field and

thus no misalignment noise. The effect of a lower noise floor can be seen by the

difference between the results from the 40 mm circular electrodes (Fig. 3.50) and the

ridged electrodes (Fig. 3.54). However, the lack of observed fluctuations may also have

been due to their relatively low rate. The highest rate of events measured in the LES

was on the order of 10 kHz, meaning one event every 100 µs. With the maximum pulse

length typically used at the XBoxes or 200 ns, this rate of events corresponds to one

event every 500 pulses. The oscilloscope used to record the data was not capable of

acquiring waveforms and saving them to disk simultaneously, meaning that data could

only be captured in relatively short windows several seconds apart due to the time

needed to save the data to disk. Because of this, it is likely that the relatively rare

pulses in which a fluctuation event could possibly be seen were not recorded at all,

if they occurred while the oscilloscope was saving data to disk. The fluctuation rate

measured in the LES was also seen to decrease significantly with further conditioning,

which implies that fluctuation events would become even rarer in the XBoxes.

The argument could be made that with a greater surface area subject to high electric

fields, one should expect a higher rate of events. However, there is experimental evi-

dence, such as that discussed in Sec. 3.2.3, suggesting that the dark current emitted

by a macroscopic device is often dominated by field emission from a very small re-

gion where the surface electric field is very slightly higher than in other regions. Since

these experiments were based around measurements of this current, only geometric

fluctuations that occurred in these regions would produce a measurable signal. This

implies that a larger total surface area would be unlikely to result in a higher rate of

fluctuations.

The direct measurement of the motion of dislocations in an RF structure undergoing

high-power testing as a diagnostic technique for monitoring the progress of its con-

ditioning may thus require further work or a different approach to become feasible.

Real-time analysis of dark current waveforms for every pulse is one possible approach,
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while measuring a different phenomenon linked to dislocation motion such as acoustic

waves is another.

Figure 3.61: Measured field-emitted current in µA vs. applied voltage in V for each of
the voltage scans shown in Fig. 3.56. Each curve represents one voltage scan. Blue:
measurement on the 29/10/2019. Red: measurement on the 31/10/2019. Yellow:
measurement on the 1/11/2019.

In Sec. 3.1.4, the jaggedness of current-voltage curves in field emission experiments,

such as the ones shown in Fig. 3.7, was discussed. It was suggested that the jaggedness

of the curves was related to the dark-current fluctuation phenomenon measured in the

LES. A possible mechanism for this is that since the measurement of each point on the

curve took a finite amount of time, the current could drift in a random-walk fashion

between each data point, producing jagged curves. This would be consistent with the

physical understanding of dislocation motion that has been put forward here, since

it was reported that the current-voltage curves became much smoother after cooling

to cryogenic temperatures, which is known to impede the movement of dislocations.

Similar behaviour was seen in the current-voltage characteristics measured in the LES

whilst the fluctuation measurements were being performed. Some of these current-

voltage curves are shown in Fig. 3.61. Here, the relationship between the current and

the voltage appears to have varied between individual scans on each day, and this

variation was the most pronounced at the highest voltage, which was also when the

greatest rate of fluctuations was observed.
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Figure 3.62: Current in arbitrary units vs. time in arbitrary units. Top: an idealised
representation of the hypothesised true form of the field-emitted current in the LES.
Each fluctuation event corresponds to a small random change in the total current,
represented by the vertical steps. Bottom: a high-pass-filtered version of the waveform
in the top plot, in which the fluctuation events are visible as spikes, but the change in
DC current level is not visible. This is analogous to the output of the current setup.

These two phenomena could be related if each fluctuation event was accompanied by

a step change in the total emitted current. This is a reasonable assumption, since

the motion of a dislocation corresponds to a deformation, which in turn could modify

the field-emission characteristics by changing the field-enhancement factor or emitting

area. With fluctuation events occurring constantly, the total emitted current would

then undergo a random walk of steps up or down, causing it to drift over time. A

greater rate of fluctuation would thus correspond to a larger expected change in current

after a fixed time interval. An idealised representation of what the field-emitted current

waveform is believed to look like, compared with the signal measured in this experiment,

is shown in Fig. 3.62.

Whether or not each fluctuation event indeed resulted in a change in the total emitted

current could not be determined with the experimental setup used here, since the high

voltage bias tee removed any DC component of the dark current. A future experiment

could incorporate a DC current measurement with high time and voltage resolution to

investigate this phenomenon.
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Fluctuation measurements of the kind presented in this chapter could be used to iden-

tify better materials for high-gradient applications. In addition to testing the ultimate

achievable surface electric field, fluctuation measurements could allow the conditioning

process in different materials to be characterised more fully. Previous work has shown

correlations between lower dislocation mobility and ductility with breakdown perfor-

mance in DC tests [134]. Materials with low ductility such as tungsten, molybdenum

and cobalt have seen tried as alternatives to copper with very good breakdown perfor-

mance [135]. For RF applications, however, other properties such as conductivity and

ease of manufacturing are important considerations as well.
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Conclusions

In this thesis, two aspects of vacuum breakdowns, an important phenomenon limiting

the maximum accelerating gradient of CLIC’s accelerating structures, were discussed.

These are the mechanism of their nucleation and their dependence on the available

input power. Vacuum breakdown is a complex process involving many stages and en-

compassing many orders of magnitude in size, current, and power. Thus, a complete

understanding of the entire process requires the study of a number of seemingly un-

related physical phenomena. Together, the two mechanisms discussed in this thesis

provide the theoretical basis for three of the most important technological parameters

for high-field system design: the influence of material properties on the achievable field,

the origin and mechanism of conditioning, and the influence of radio-frequency design.

Although this work was done in the context of the CLIC study, it has a good range of

applicability to devices including high-gradient RF accelerating structures, high-field

accelerating structures such as radiofrequency quadrupoles (RFQs), high-field electro-

static accelerators, and high-field vacuum electronics such as vacuum interrupters.

The work on breakdown nucleation presented in Ch. 3 was the first direct measurement

of these dislocation dynamics in a system subject to surface electric-field levels typically

seen in high-gradient accelerating structures. Sensitive measurements of the field-

emitted current were performed in the Large Electrode System (LES), a table-top

217
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experiment built to study vacuum breakdowns under conditions similar to those within

CLIC accelerating structures. These measurements revealed brief impulses of current

occurring at random intervals. The average rate of the impulses varied with the applied

electric field in a manner consistent with the dislocation model, and the distribution of

time intervals between impulses were fitted very well by a hypoexponential distribution,

another prediction of the model. The mean rate of impulses also decreased as the

sample was conditioned, supporting the idea that conditioning, the process by which

structures become more resilient to breakdown after repeated exposure to high fields,

is one of work hardening.

This is useful information which could be used to optimise the conditioning process. For

example, it may be possible to shorten the conditioning time by hardening accelerating

structures via thermal processes instead. Currently, the accelerating structures undergo

a diffusion bonding process during their manufacture, which anneals and therefore

softens them as a side effect. The use of hard copper electrodes in the LES has shown

a decrease in conditioning time, though no hard copper accelerating structures have

been tested at high power to date. Building on this, the fluctuation rate could also be

used as an additional method of assessing the suitability of new materials and alloys

for use in high-field applications. These experiments provide further evidence of the

suitability of materials with low dislocation mobility such as molybdenum, cobalt, and

tungsten for high breakdown performance.

The existence of a measurable signal that is directly coupled to the dislocation dy-

namics behind the nucleation of breakdowns offers the potential for an alternative way

of measuring the state of conditioning of an accelerating structure to the breakdown

rate. This information could, for example, allow conditioning to be done with a mini-

mum of breakdowns and thus little degradation of the surface. It may also serve as a

warning signal that a breakdown is imminent, which could be prevented by reducing

the gradient temporarily. An attempt to measure these fluctuations in the dark cur-

rent emitted by accelerating structures under high-power testing at the high-gradient

X-band test stands at CERN has not been successful so far. Despite attention being
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paid to maximise the quality of the measurement, various sources of background noise

meant that the sensitivity with which the emitted dark current could be measured was

fundamentally limited. Despite this, other ways of measuring dislocation dynamics in

a structure in operation could include acoustic methods.

In parallel with the study of breakdown nucleation, the other aspect of vacuum break-

downs discussed in this thesis is their interaction with the power source in the onset

phase. The primary objective of this study was to develop an improved quantitative

limit which defines the maximum accelerating gradient at which a given structure de-

sign could operate. Such a quantity is very useful in the design phase, as it allows an

optimal structure to be designed given other constraints such as RF-power limitations

and its effect on beam stability.

Quantities such as Kilpatrick’s criterion, which defines a maximum safe value of surface

electric field as a function of operating frequency, have been used for this purpose in the

past. However, evidence from high-gradient accelerating structures tested at CERN

and other laboratories have shown behaviours inconsistent with this. In particular, it

has been shown that different geometries at the same operating frequency could reach

different maximum gradients. Currently, CLIC accelerating structures are designed

using a quantity known as Sc or the modified Poynting vector, a measure of the local

RF power density, with the expectation that a greater value of Sc corresponds to a

greater probability of breakdown at that location. In the process of optimising the

geometry of a structure, the maximum value of Sc cannot exceed a certain fixed value.

Despite the modified Poynting vector’s consistency with test results from high-group-

velocity accelerating structures, discrepancies have been found between the prediction

and experimental results for other kinds of structures, such as deflecting structures or

ones designed for accelerating low-velocity particles. Building on the idea of power

flow, as opposed to the electric field, to quantify the threshold at which breakdowns

are likely to occur, a new quantity was proposed. This quantity is the equilibrium

electric field under breakdown loading, denoted E∗. It is to be calculated for each po-
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tential breakdown site, where an emitter of charged particles is assumed to be located.

Charged particles absorb energy from an electric field, meaning that the loaded field is

a function of the amount of RF power that can be supplied to sustain the particle emis-

sion. The calculation of E∗ requires two components: an equivalent source impedance

determining the coupling of the breakdown site to the RF power source, and a function

relating the emitted current to the surface field.

A number of methods of calculating the coupling of RF power to the breakdown were

developed and evaluated. Among these were analytical equations derived from circuit

models of travelling-wave structures, as well as numerical methods performed using a

3D finite-element solver. The method was extended to include transient behaviour,

which was necessary to correctly model structures with low group velocities, in which

the local stored energy may be a significant source of RF power for the breakdown.

When applied to travelling-wave structures, the analytical models and their numeri-

cal equivalents gave consistent results. The availability of an analytical model means

that the E∗ quantity can be used in a numerical optimisation of a design, not need-

ing computationally expensive finite-element simulations for every breakdown site and

iteration of the optimisation algorithm.

The E∗ quantity was compared with experimental data, giving encouraging results.

The cases considered were: a T24 X-band accelerating structure, an X-band CLIC

Crab Cavity prototype, and an S-band backward-travelling-wave medical proton linac

structure. The locations within those structures which experienced the greatest density

breakdowns during testing matched up very well to the locations which had the greatest

value of E∗. In each case, the correspondence between the calculation and experiment

was better for E∗ than for Sc. The calculations for the two X-band structures also gave

consistent values for their maximum gradients.

In another set of simulations, it was established that E∗ gave similar results to Sc

in terms of both breakdown location and maximum gradient for geometries similar

to those of CLIC accelerating structures. This was considered further evidence of
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the applicability of the E∗ model, since the validity of Sc for CLIC-like accelerating

structures is well-backed by experimental results.

The E∗ model has performed very well in the cases to which it has been applied so far,

showing the potential to become a very general model of vacuum breakdowns applicable

to all kinds of high-field devices. Some areas for further work include working out a

consistent way of accounting for the operating frequency, since in this work different

values of the parameters of the model had to be used to fit data from X-band, S-band,

and DC experiments. The behaviour of E∗ for DC breakdowns is of particular interest

due their broadband nature. One advantage of the LES at CERN is the relative ease

which which electrodes with a custom geometries could be manufactured, meaning that

dedicated tests could be done in this system.

Beyond the LES, there are many high-field and high-gradient experiments that could

help further refine the E∗ model. Two cases of interest that have been identified are

choke-mode structures for CLIC designed at Tsinghua University, and the high-voltage

components of the neutral beam injector of ITER. In both cases, attention has been

paid to the breakdown performance, and an ample amount of experimental data is

available along with empirical models.
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