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Abstract

The Compact Linear Collider (CLIC) is a proposed TeV-scale electron-positron collider under

development at the European Organization for Nuclear Research (CERN). CLIC adopts a

staged approach with three centre-of-mass energies: 380 GeV, 1.5 TeV and 3 TeV. This work

focuses on the first stage, which has been optimised for studies of the Higgs boson and

top-quark physics.

A high luminosity is achieved by targeting ultra-small beam sizes at the collision point.

Realising these beam sizes relies on the production and transport of ultra-low emittance

beams. The preservation of emittance is important in three sections: the Ring to Main

Linac (RTML), the Main Linac (ML) and the Beam Delivery System (BDS). Typically, each

section is studied individually. In this work, they are integrated into a single simulation,

referred to as an ‘integrated simulation’. In an integrated simulation, particles are tracked

through the RTML, ML and BDS to reach the collision point. The luminosity is calculated

with a full simulation of the collision including beam-beam effects.

Imperfections lead to emittance growth and degrade luminosity. Integrated simulations

are performed to evaluate the impact of static and dynamic imperfections. The impact of

static imperfections is mitigated with well known beam-based tuning procedures. This work

focuses on the impact of dynamic imperfections and their mitigation.

A well studied dynamic imperfection is ground motion. Integrated simulations in this

work show ground motion can be mitigated with a feedback system that corrects the beam

trajectory and a stabilisation system for quadrupole magnets.

Much of this work is devoted to a newly considered dynamic imperfection, that is stray

magnetic fields (SFs). CLIC is sensitive to sub-nT SFs. The typical amplitude of SFs found

in an accelerator environment is several orders of magnitude larger than this. Therefore, SFs

are a serious consideration in the design and operation of CLIC.

A dedicated mitigation system is needed to ensure SFs do not significantly impact lumi-

nosity. A passive shielding technique is investigated. Measurements of the shielding provided

by mu-metal for small-amplitude external magnetic fields are performed. With these mea-

surements, a magnetic shielding model is validated. The proposed mitigation strategy for

CLIC is to surround sensitive regions of the beamline with a 1 mm mu-metal layer.

SFs at two accelerator facilities at CERN are surveyed. With these measurements, a

model for SFs is developed. Integrated simulations including SFs are performed and show

luminosity loss is effectively mitigated with a beam trajectory feedback system and mu-metal

shield.
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Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

There are four known fundamental forces in the universe: the weak force; the strong force;

the electromagnetic (EM) force and the gravitational force. Modern particle physics describes

three of these forces (the weak, strong and EM) with a theory known as the Standard Model

(SM) [1]. The SM describes the interaction between particles of two distinct types: ‘matter’

particles known as fermions and ‘force-carrying’ particles known as bosons. These two groups

of particles differ in their intrinsic angular momentum, referred to as spin, where fermions

are particles with half-integer spin and bosons are particles with integer spin. Fermions and

bosons of the SM are listed in Table 1.1. Every particle in the SM also has an associated

anti-particle, with the same mass but opposite electric charge.

Fermions are grouped into three generations of increasing mass, with all stable matter

being comprised of first-generation fermions. The interactions between fermions (forces)

are mediated by the exchange of gauge bosons. All fermions experience weak interactions,

but only electrically charged fermions experience EM interactions. There are two types of

fermions: quarks, which possess a property known as colour, and leptons, which do not pos-

sess colour. Only particles that possess colour may experience strong interactions. Therefore,

leptons do not experience the strong interaction.

1



1.1 The Standard Model of Particle Physics 2

Leptons (Spin-1/2)

Particle Symbol Generation Q [e] m [MeV/c2]

Electron e− 1 -1 0.511
Muon µ− 2 -1 105.7
Tau τ− 3 -1 1,777

Electron Neutrino νe 1 0 < 3× 10−6

Muon Neutrino νµ 2 0 -
Tau Neutrino ντ 3 0 -

Quarks (Spin-1/2)

Particle Symbol Generation Q [e] m [GeV/c2]

Up u 1 2/3 0.0015−0.004
Charm c 2 2/3 1.15−1.35

Top t 3 2/3 169−174
Down d 1 -1/3 0.004−0.008

Strange s 2 -1/3 0.08−0.13
Bottom b 3 -1/3 4.1−4.4

Gauge Bosons (Spin-1)

Particle Symbol Force Q [e] m [GeV/c2]

Photon γ EM 0 0
W, Z-Boson W±, Z Weak ±1, 0 80.4, 91.2

Gluon g Strong 0 0

Scalar Bosons (Spin-0)

Particle Symbol Force Q [e] m [GeV/c2]

Higgs Boson H - 0 125.1

Table 1.1: Elementary particles of the SM [1, 2]. Q is the electric charge of the particle given
in units of electron charge e = 1.6× 10−19 C and m is the rest mass of the particle as stated
in [1, 2].

The strong force binds combinations of quarks together to form composite particles known

as hadrons, of which there are two types: mesons and baryons. Mesons consist of quark−anti-

quark pairs, whereas baryons are bound states of an odd number of quarks, typically three.

The proton p is a baryon consisting of uud and the neutron n consists of udd. Exotic baryons

consisting of four quarks and one anti-quark are known as pentaquarks.

The final particle described by the SM is a scalar boson known as the Higgs boson.

Its existence was postulated to explain the masses of the other particles in the SM, which

arise from a process of symmetry breaking known as the Higgs mechanism [3]. A particle
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consistent with the Higgs boson was discovered in 2012 at the Large Hadron Collider (LHC)

at the European Organization for Nuclear Research (CERN) in Geneva, Switzerland [4, 5].

Despite the success of the SM, there are several known phenomena it neither includes

nor explains. For example: gravity [6]; dark matter [7]; neutrino oscillations [8].

1.2 Particle Accelerators and Colliders

Particle accelerators have been an important tool used to study the SM. The approach is

to impact high-energy particles onto other particles. The higher the collision energy, the

smaller the spatial scale that is probed. For sufficiently high energies, an interaction occurs

which results in the production of new particles. The rate at which an interaction X occurs

is given by

RX = σX(ECM)L, (1.1)

where L is the luminosity, which is a property of the setup of the experiment, and σX(ECM)

is the cross-section of the interaction, which depends on the centre-of-mass energy ECM of

the colliding particles.

The experimental setup can either be:

• A fixed-target experiment, where a beam interacts with a stationary target.

• A collider, where two beams interact.

Fixed-target experiments tend to have large luminosities due to a large number of target

particles. However, momentum must be conserved in any interaction. As a result, the final-

state particles of a fixed-target experiment must carry the momentum of the incoming beam.

A collider with beams of equal and opposite momenta is a more appealing setup in the search

for new particles because all of the initial energy is available for particle production.
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1.2.1 Particle Accelerators

In modern particle accelerators, cavities filled with EM waves referred to as accelerating cav-

ities (or radio-frequency (RF) cavities) are used to increase the energy of charged particles.

This process is known as acceleration. The energy gain per unit length and charge is known

as the accelerating gradient. The nature of EM waves leads to the accelerated particles being

pushed longitudinally into groups called bunches. A series of bunches is referred to as a train

(or pulse).

The penetration of EM waves into a cavity’s wall is determined by the skin depth [9]

δ =
1√
πfµσ

, (1.2)

where f is the EM wave frequency, which is known as the RF frequency, µ is the magnetic

permeability and σ is the electrical conductivity of the material forming the cavity. The pen-

etration of the EM waves into the cavity walls leads to the flow of current and losses on the

surface. These losses are minimised by using a material with a high electrical conductivity,

which leads to a small skin depth. Superconducting RF cavities are formed from a super-

conducting material, such as niobium [10]. Alternatively, normal conducting RF cavities are

formed from copper.

The trajectory of the particles in an accelerator is controlled with magnets. Modern

accelerators use a series of quadrupole magnets to transversely focus a beam and dipole (or

bending) magnets to bend a beam. Quadrupoles and dipoles are said to be linear elements

because the force they exert is a linear function of the beam offset in the magnet. Higher-

order magnets, such as sextupoles and octupoles, are non-linear and are typically used in

colliders to manipulate a beam just before collision.
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Linear and Circular Accelerators

Particle accelerators guide beams on straight or circular trajectories. In the case of a straight

trajectory, the accelerator is referred to as a linear accelerator (linac). Here, particles are

injected at their initial energy at one end and extracted at their final energy at the other

end. Conversely, in the case of a circular accelerator, particles are kept on a curved path

with bending magnets and circulate the machine many times, gaining a fraction of their

final energy each time. Circular accelerators can maintain a beam at a constant radius by

increasing the bending magnet strength synchronously with the beam energy; such acceler-

ators are referred to as synchrotrons. Circular machines that maintain a beam at a fixed

energy are referred to as storage rings.

When a charged particle follows a curved trajectory, it radiates photons tangential to the

direction of travel. This is known as synchrotron radiation (SR). The power P emitted by a

particle as SR is proportional to [11]

P ∝ 1

ρ2

E4

m4
, (1.3)

where ρ is the bending radius of the particle, E is the energy of the particle and m is the

rest mass of the particle. In a synchrotron or storage ring, SR losses are replenished by

accelerating cavities.

The final energy of an accelerator is determined by its size, the technology used and the

amount of SR emitted. Assuming the particle mass or bending radius is sufficiently large for

SR not to be a concern, the final energy of an accelerator is proportional to

E ∝


RB for circular accelerators,

LG for linear accelerators,

(1.4)

where for a circular accelerator R is the radius and B is the bending magnet strength

and for a linear accelerator L is the length and G is the effective accelerating gradient.

The radius of a circular accelerator and length of a linear accelerator are determined by
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financial considerations, but the bending magnet strength and effective accelerating gradient

are determined by the available technology. The bending magnet strength of the LHC, which

is the world’s highest energy collider, is 8.3 T [12]. Bending magnets which could reach a

field of 20 T are being developed [13]. The maximum accelerating gradient that is achievable

depends on the technology being considered. Current superconducting cavities are limited

to gradients of up to 55 MV/m [10], whereas normal conducting cavities can reach gradients

above 100 MV/m [14].

1.2.2 Colliders

Linear and Circular Colliders

A linear collider is essentially a pair of independent linacs pointed towards each other.

The collision occurs at a single location, referred to as the interaction point (IP), which

is surrounded by a particle detector to measure the resultant final-state particles of an

interaction. A circular collider is a pair of circular accelerators with oppositely directed

adjacent beams. Circular colliders can have several collision points. The geometry of linear

and circular colliders is illustrated in Figure 1.1.

IP

Detector
RF CavitiesRF Cavities

(a) Linear.

IP 1

IP 2

IP 3

IP 4

Detector

RF
Cavities

(b) Circular.

Figure 1.1: Geometry of linear and circular colliders. The colliding beams are shown in blue
and red.
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The luminosity of a collider is proportional to [11]

L ∝ f

σ∗xσ
∗
y

, (1.5)

where in a circular collider f is the revolution frequency, or in a linear collider f is the train

repetition frequency, and σ∗x (σ∗y) is the horizontal (vertical) beam size at the IP. Typically,

the train repetition frequency in a linear collider is much lower than the revolution frequency

in a circular collider. Therefore, to obtain competitive luminosities linear colliders target

extremely small beam sizes at the IP.

Hadron and Lepton Colliders

Hadron colliders, particularly the LHC, have been used to comprehensively probe the strong

interaction at the TeV scale. However, hadron colliders present several challenges for particle

detectors and data analysis. Hadrons are not elementary particles, but rather composed

of quarks bound by gluons. In a head-on collision of two hadrons, it is the constituent

quarks and gluons that collide. These quarks and gluons can carry any fraction of the

hadron’s total energy, which leads to an uncertainty in the centre-of-mass energy of the

collision. Additionally, strong interactions between quarks and gluons contribute to a large

background, which makes particle identification and tracking in the detector difficult.

Because leptons do not partake in the strong interaction, they provide a clean environ-

ment to perform measurements. Leptons are also elementary, therefore the centre-of-mass

energy of a lepton collision is precisely known and can be tuned to maximise the production

cross-section of a particular process.

Future Colliders

A particle must be stable for long enough to be accelerated for it to be used in a collider.

Muons and taus have very short lifetimes, 2.2 µs and 0.29 ps respectively, which makes ac-

celeration extremely difficult. Therefore, the choice of particle species in a lepton collider is
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limited to electrons and positrons. Electrons and positrons are very light. Consequently, as

described in Equation (1.3), they emit a large amount of SR in circular accelerators. The

SR losses must be replenished by accelerating cavities to maintain a constant energy and

radius.

One approach to overcome SR is to increase the radius of the accelerator. This is the

basis of one branch of the Future Circular Collider (FCC) project, known as the FCC-

ee [15]. This project envisages a 80 to 100 km ring, which can host an e+e− collider of

ECM = 350 GeV. The ring could later host a hadron collider, referred to as FCC-hh, which

could reach ECM = 100 TeV [16]. The same strategy has been adopted by the CEPC-

SppC project, which is a 54 km ring that would initially host an e+e− collider (CEPC) with

ECM = 240 GeV, followed by a pp collider (SppC) with ECM = 70 TeV [17].

The feasibility of a circular e+e− collider depends on the desired centre-of-mass energy.

To study the Higgs boson requires a minimum ECM ≈ 216 GeV, which is achievable with

a circular collider. However, reaching the TeV scale demands a linear collider as a circular

collider would either require a very large ring or have a very high power consumption to

replenish SR losses.

There are currently two TeV-scale linear e+e− colliders under development: the Interna-

tional Linear Collider (ILC) and the Compact Linear Collider (CLIC). These projects are

discussed further in Sections 2.2.1 and 2.2.2. They both plan for an initial stage operating

at a comparable centre-of-mass energy to FCC-ee and CEPC followed by upgrades to reach

the TeV scale.
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1.3 Thesis Outline

The next chapter presents the physics of linear colliders and the two current projects in

more detail. Chapter 2 also describes the factors that affect the luminosity of a linear e+e−

collider and the codes used in this work to simulate linear colliders.

This work primarily focuses on the first stage of CLIC at ECM = 380 GeV. Chapter 3

benchmarks the luminosity performance of this collider including static imperfections. Fol-

lowing this, the impact of the most important dynamic imperfections is considered, these are

ground motion and external magnetic fields, referred to as stray magnetic fields. Chapter 4

evaluates the impact of ground motion, including the effect of mitigation techniques.

Chapters 5 to 11 are devoted to stray magnetic fields. Sensitivities and tolerances for

stray magnetic fields in CLIC are presented in Chapter 5. Chapter 6 describes the magnetic

field sensors used in this work to survey stray magnetic fields at CERN. Chapter 7 describes

a magnetic shielding technique to mitigate stray magnetic fields. Chapters 8, 9 and 10 look

at specific stray magnetic field sources and their impact on CLIC. Stray magnetic fields in

realistic accelerator environments are characterised in Chapter 11 and their impact on CLIC

is simulated with different mitigation techniques.

Design choices in CLIC relating to dynamic imperfections are discussed in Chapter 12

and a conclusion is presented in Chapter 13.

In the rest of this work, basic concepts and common terms used to describe and analyse

signals are assumed. The reader should refer to Appendix A for a summary.



Chapter 2

Linear Colliders

A brief description of the physics of linear colliders is presented in this chapter. Two TeV-

scale e+e− colliders: the ILC and CLIC are described.

2.1 Physics Potential

This section briefly describes some of the particle physics studies that can be performed with

linear e+e− colliders. For a more comprehensive overview, the reader should refer to [18, 19].
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Figure 2.1: Higgs boson production cross-sections vs centre-of-mass energy for unpolarised
e+e− interactions [20].
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Higgs Physics

The cross-section for an interaction depends on the centre-of-mass energy of the colliding par-

ticles. The cross-section for different Higgs production mechanisms from e+e− interactions

is shown in Figure 2.1 and respective tree-level Feynman diagrams are shown in Figure 2.2.
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(e) e+e− → HHνeν̄e.

Figure 2.2: Feynman diagrams for Higgs boson production mechanisms in linear e+e− col-
liders.
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The strength of an interaction between two particles is referred to as the coupling. In the

SM, the coupling of the Higgs boson to a fermion is directly proportional to the fermion’s

mass. Any deviation from this would indicate beyond SM (BSM) physics. To probe different

theories, the couplings should be known to a precision of 1% or better, which can be provided

by e+e− colliders through combined studies of Higgsstrahlung and WW-fusion [20].

Higgsstrahlung can also provide a precise measurement of the Higgs boson mass using

the recoil mass technique [20]. The advantage of this technique is that the measurement is

independent of the Higgs decay mechanism.

Another important measurement is of the Higgs’ coupling to itself, the Higgs self-coupling.

Its value is sensitive to different BSM theories [20]. The Higgs self-coupling can be measured

through studies of e+e− → HHνeν̄e and e+e− → ZHH [20]. These processes occur at the

TeV scale, and therefore require a linear e+e− collider.

Top-Quark Physics

The cross-section for different top-quark production mechanisms from e+e− interactions is

shown in Figure 2.3 and respective tree-level Feynman diagrams are shown in Figure 2.4.

The cross-section for top-quark pair production is sensitive to the mass of the top quark.

This can be exploited to measure the top-quark mass with a threshold scan [21]. The coupling

of the Higgs boson to the top quark can be measured from studies of e+e− → tt̄H [21].

Historically, the top quark has been produced in hadron colliders. e+e− colliders provide

the opportunity to directly study the coupling of the top quark to the neutral electroweak

bosons (Z and γ), which is sensitive to different BSM theories [18].

In the SM, flavour changing top-quark decays (t → qX, where q = u, c and X =

γ, g, Z,H) are very strongly suppressed. There are many extensions to the SM that en-

hance these decays [18]. A linear e+e− collider can study these processes to greater precision

than current colliders.
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Figure 2.3: Top-quark production cross-sections vs centre-of-mass energy for unpolarised
e+e− interactions [21].
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Figure 2.4: Feynman diagrams for top-quark production mechanisms in linear e+e− colliders.

2.2 Projects

A schematic diagram of a linear collider beamline is shown in Figure 2.5. Each beam is

transported from the particle source to the IP through four sections:
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Source DR
RTML ML BDS IP

Detector

Figure 2.5: Schematic diagram of a linear collider beamline.

• Damping Ring (DR): This accepts a beam from the particle source with a large

emittance. As the beam circulates the DR, it emits SR. This results in momentum

being lost in the transverse and longitudinal direction. The energy lost is replenished

by RF cavities, which boost momentum in the longitudinal direction only. As a result,

transverse motion is damped and the emittance is reduced. The DRs produce ultra-low

emittance beams.

• Ring to Main Linac (RTML): From the DR, the beam is transported through

the RTML. The RTML compresses the bunch length so that it is small compared to

the RF wavelength in the main accelerating cavities. This ensures the head and tail

of a bunch experience similar accelerating gradients. The RTML can also be used to

manipulate the polarisation of a beam with a spin rotator [22].

• Main Linac (ML): The beam then enters the ML, which predominantly consists of

accelerating cavities. The beam is accelerated to its final energy in this section.

• Beam Delivery System (BDS): Finally, the BDS prepares the beam for collision.

This involves removing particles with large offsets, known as the beam halo. Particles

with large energy errors are also removed. This process is known as collimation. The

BDS also focusses the beam to the targeted size for collision at the IP. This is done in

the final focus system (FFS).

There are two proposed linear e+e− colliders: the ILC and CLIC.
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2.2.1 The ILC

The ILC consists of two linacs that utilise superconducting RF cavities. The baseline design

considers two possible accelerating gradients: either 31.5 MV/m or 35 MV/m [23]. The choice

of accelerating gradient depends on the cost of the available technology during construction.

The baseline design is at ECM = 250 GeV with a site length of 20.5 km [24]. Key param-

eters of the ILC are summarised in Table 2.1.

Parameter Symbol Unit Initial Upgrades

Centre-of-mass energy ECM GeV 250 500 1000
Particles per bunch N 1010 2 2 1.74
Train repetition frequency frep Hz 5 5 4
Bunches per train nb 1312 1312 2450
Bunch spacing ∆tb ns 554 554 366

Accelerating gradient G MV/m 31.5 or 35 31.5 or 35 31.5 or 35
Site length km 20.5 31 40

Horizontal/vertical IP beam size σ∗x/σ
∗
y nm 516/7.7 474/5.9 335/2.7

Luminosity L 1034 cm−2s−1 1.35 1.80 4.9

Table 2.1: Key parameters of the ILC [24].

2.2.2 CLIC

CLIC is a TeV-scale linear e+e− collider being developed at CERN. It utilises normal con-

ducting RF cavities for acceleration. The design involves three centre-of-mass energy stages,

which are described below.

Energy Staging

The first stage is at ECM = 380 GeV, followed by an intermediate stage at ECM = 1.5 TeV

and a final stage at ECM = 3 TeV. As shown in Figure 2.6 the site is lengthened at each

stage. Key parameters of the three stages are shown in Table 2.2.

The first stage at ECM = 380 GeV utilises cavities with an accelerating gradient of
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Figure 2.6: Map of the three CLIC stages [25].

Parameter Symbol Unit Stage 1 Stage 2 Stage 3

Centre-of-mass energy ECM GeV 380 1500 3000
Particles per bunch N 109 5.2 3.7 3.7
Train repetition frequency frep Hz 50 50 50
Bunches per train nb 352 312 312
Bunch spacing ∆tb ns 0.5 0.5 0.5

Accelerating gradient G MV/m 72 100 100
Site length km 11.4 29.0 50.1

Horizontal/vertical IP beam size σ∗x/σ
∗
y nm 150/3 60/1.5 40/1

Luminosity L 1034 cm−2s−1 1.5 3.7 5.9

Table 2.2: Key parameters of the three stages of CLIC [25].

72 MV/m, which was chosen from an optimisation of cost [25]. The high-energy stages

at ECM = 1.5 TeV and ECM = 3 TeV utilise cavities with 100 MV/m accelerating gradients.

The centre-of-mass energy of 380 GeV for the first stage was chosen to maximise the

physics reach in terms of Higgs and top-quark physics [26]. The first stage will also include

a run at ECM = 350 GeV to perform a threshold scan for the top quark [26]. The two high-

energy stages at ECM = 1.5 TeV and ECM = 3 TeV will focus on direct and indirect searches

for BSM physics, as well as rare SM processes [26].
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Two-Beam Acceleration

CLIC adopts a novel two-beam acceleration scheme, which is illustrated in Figure 2.7. In

this scheme, RF power is extracted from a high-current low-energy beam (drive beam) by de-

celeration using specially designed RF cavities (Power Extraction and Transfer Structures).

This RF power is transferred to the main accelerating cavities and used to accelerate a low-

current beam (main beam) to high energies. This acceleration scheme was demonstrated at

the CLIC Test Facility 3 [27].

This work primarily focuses on the main beam of CLIC at ECM = 380 GeV.

Main Beam (1.7 A)

Drive Beam (101 A)
Power Extraction and
Transfer Structures

RF Cavities

RF
1.91 GeV

9 GeV

191 MeV

190 GeV

Figure 2.7: Drive-beam concept for CLIC at ECM = 380 GeV.

2.3 Beam Dynamics

This section briefly introduces some concepts and terms used to describe particle beams.

For a more comprehensive description, the reader should refer to one of the many books [11,

28, 29, 30].

Single Particles

In an accelerator a particle moves under the influence of EM fields. Its motion can be

described using Frenet-Serret coordinates [11]

x(s) = (x(s), x′(s), y(s), y′(s), z(s), E(s))T , (2.1)
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where x (x′) is the horizontal position (angle), y (y′) is the vertical position (angle), z is the

longitudinal position (or phase), E is the energy of the particle and T denotes the transpose.

These coordinates are functions of s, which is the distance travelled, and are given with

respect to an ‘ideal’ particle. This coordinate system is illustrated in Figure 2.8.

̂x
̂y ̂z

s

y(s)

Figure 2.8: The Frenet-Serret coordinate system. x̂, ŷ and ẑ are orthogonal unit vectors in
the horizontal, vertical and longitudinal direction respectively. The origin of the coordinate
system moves with the ideal particle (shown in red), which follows the blue path. The
vertical motion of a particle (shown in green) is illustrated.

Often the motion in each plane is described separately with the coordinates (x(s), x′(s))T ,

(y(s), y′(s))T and (z(s), E(s))T . The space of these coordinates is commonly referred to as

phase space.

Motion in the transverse plane is governed by Hill’s equation [29]

d2u(s)

ds2
+K(s)u(s) = F (s), (2.2)

where u(s) = x(s) or y(s), K(s) is a restoring force, which depends on the system of magnets

used in the accelerator, referred to as the lattice (or optics), and F (s) is an external force due

to other particles or imperfections. Equation (2.2) describes oscillations in position known

as betatron oscillations, which arise from the influence of magnets. The transverse motion

of a particle is often referred to as betatron motion.

Similarly, the particle performs oscillations in the longitudinal position and energy, which

arise from the acceleration process. These oscillations are known as synchrotron oscillations.

The longitudinal motion of a particle is often referred to as synchrotron motion.
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Beams

A beam is an ensemble of particles, which have a distribution over position, angle and

energy. Often the distribution of positions and angles is Gaussian, whereas the distribution

of energies is not.

Each coordinate has a mean

µv = E{v}, (2.3)

where E denotes the ensemble average (or expectation value) and v = x, y, z, x′, y′, E is one

of the coordinates. Each coordinate also has a standard deviation

σv =
√
E{v2} − µ2

v. (2.4)

The mean and standard deviation of each coordinate has a term associated to it. These are

summarised in Table 2.3.

Term Symbol

Transverse beam (or bunch) position µu
Longitudinal bunch position (or phase) µz
Beam (or bunch) angle µu′
Beam (or bunch) energy µE

Beam size (or spot size) σu
Beam divergence σu′
Bunch length σz
Energy spread σE

Table 2.3: Terms used to describe particle beams.

In each plane, the beam is described by a mean vector and covariance (or beam) matrix.

For example, in the transverse plane the mean vector is

µu = (µu, µu′)
T (2.5)
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and the covariance matrix is

Σu = E{xuxTu} − µuµTu

= E


u
u′

(u u′
)−

µu
µu′

(µu µu′

)

=

 σ2
u σuu′

σu′u σ2
u′

 ,

(2.6)

where σ2
u is the variance and σuu′ = E{uu′} − µuµu′ is the covariance.

In the rest of this work, the µ symbol will be dropped. For example, references to the

mean transverse beam position µu will be denoted by u.

Emittance

The projected geometric emittance is defined as

εG,u =
√
|Σu| =

√
σ2
uσ

2
u′ − σuu′σu′u, (2.7)

where |.| denotes the determinant. The projected geometric emittance corresponds to the

area occupied by the beam when projected onto the uu′ plane.

The beam matrix can be written in terms of the projected geometric emittance as

Σu =

 σ2
u σuu′

σu′u σ2
u′

 = εG,u

 βu −αu
−αu γu

 , (2.8)

where αu, βu, γu are known as the Twiss parameters. βu is referred to as the beta function.

The Twiss parameters are a property of the lattice and the injected beam. However, the

projected geometric emittance is independent of the lattice.

Particle angles can be written in terms of momentum as u′ = pu/p, where pu is the mo-

mentum in the u-direction and p =
√
p2
x + p2

y + p2
z. Typically, when a particle is accelerated,
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momentum is boosted in the longitudinal direction, but not the transverse. As a result, the

beam divergence decreases and the projected geometric emittance shrinks. This process is

known as adiabatic damping.

The normalised projected emittance is defined as

εu = βγεG,u, (2.9)

where β and γ are the conventional relativistic factors. The normalised emittance is preserved

during acceleration, but not with dissipative effects, such as SR. In this work, references to

‘the emittance’ are to the normalised projected emittance.

Dispersion and Chromaticity

Dispersion is the effect that particles of differing energy take different paths. A particle whose

energy is not the same as the ideal particle is said to be off-energy. Considering a vertical

dipole field, the difference in the horizontal position of an off-energy particle compared to

the ideal particle is given by

∆x(s) = Dx(s)δE, (2.10)

where Dx(s) is the horizontal dispersion and δE = ∆E/E is the fractional energy deviation

of the particle. Note that dipole fields are not generated solely from dipole magnets, an

offset quadrupole has a dipole field component and can introduce dispersion, this effect is

known as feed down.

An action that changes the angle of a particle is commonly referred to as a kick. The

kick applied by a magnet depends on the energy of the particle. This effect is known as chro-

maticity and magnets are said to introduce chromatic aberrations. High-energy particles are

deflected less than low-energy particles. As a result, high-energy particles perform betatron

oscillations with a longer wavelength compared to low-energy particles. This is illustrated

in Figure 2.9.
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u(s)

s

Δu′ 

σu

Figure 2.9: Illustration of filamentation. Transverse position u(s) vs longitudinal position
s. A kick ∆u′ shown in green leads to a beam size growth ∆σu = σu − σu,0, where σu,0 is
the beam size without the kick. The motion of the beam centroid is shown in blue. The
motion of three particles is also shown: an on-energy particle (orange), a high-energy particle
(yellow) and a low-energy particle (red).

Filamentation

An energy spread can lead to an increase in emittance. If a beam is kicked, the particles

initially perform coherent betatron oscillations. However, due to dispersion and chromatic

aberrations, a phase difference between particles of differing energy emerges. Consequently,

the motion of individual particles decoheres, the coherent oscillations are damped and the

beam size grows. This is illustrated in Figure 2.9. The beam size is related to the geometric

emittance by

σu(s) =
√
εG,uβu(s). (2.11)

The beta function is a fixed quantity, which is determined by the lattice. Therefore, the

beam size growth is due to an emittance growth. This effect is known as filamentation.

Offsets and Jitter

The transverse beam position is also known as the offset. When bunches or trains have

different offsets the beam is said to jitter. The standard deviation of offset is known as the

beam jitter. Bunch phase can also jitter. The standard deviation of phase is known as the

phase jitter.
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2.4 Luminosity

Considering bunches with a Gaussian position distribution in the transverse and longitudinal

plane and ignoring any EM interactions, the luminosity of a head-on collision in a linear e+e−

collider is given by [31]

LG =
N2frepnb
4πσ∗xσ

∗
y

. (2.12)

where N is the number of particles per bunch, frep is the train repetition frequency, nb is

the number of bunches per train, σ∗x (σ∗y) is the horizontal (vertical) beam size at the IP.

Equation (2.12) is known as the geometric luminosity.

If the beam size of the colliding bunches is not the same, the beam size in Equation (2.12)

is replaced with an effective beam size given by

σ∗u =
√
σ∗2u,− + σ∗2u,+, (2.13)

where ‘−’ denotes the electron bunch and ‘+’ denotes the positron bunch.

The Hourglass Effect

After the final magnet in an accelerator, the beam size decreases to a minimum at the IP in

accordance with [31]

βu(s) = β∗u +
s2

β∗u
, (2.14)

where β∗u is the beta function at the IP. This is known as the hourglass effect. The vertical

beta function is illustrated in Figure 2.10. Due to the non-zero bunch length, not all collisions

occur at the IP and the luminosity is given by

LHG = LGH =
N2frepnb
4πσ∗xσ

∗
y

H, (2.15)
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where H is a luminosity reduction factor due to the hourglass effect. The luminosity loss

due to the hourglass effect is minimised by colliding short bunches with

σz ≤ β∗y . (2.16)

IP

βy(s)

β*y
σz

s

(s = 0)
Figure 2.10: Illustration of the hourglass effect. The vertical beta function βy(s) vs longi-
tudinal position s. The vertical beta function is shown in blue and the beam is shown in
grey.

Crossing Angle

A crossing angle is introduced in the horizontal plane to ensure collisions occur at a single

point in a detector and to simplify the extraction of the spent beams. However, with a cross-

ing angle, the bunches do not fully overlap, which reduces the luminosity. If Equation (2.16)

is satisfied, the luminosity loss due to a crossing angle φ is given by [31]

LCA(φ) =
LG√

1 +
(
σz
σx

tanφ
)2
. (2.17)

Crab cavities are used to minimise luminosity loss from a crossing angle. These are RF

cavities that apply opposite kicks to the head and tail of a bunch to rotate them before

collision. This is illustrated in Figure 2.11. Using crab cavities, the luminosity loss from a

crossing angle can be neglected.
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ϕ
IP

Crab Cavity Crab Cavity
Figure 2.11: Illustration of the use of crab cavities. The colliding beams are shown in blue
and red. The bunches are shown in grey. The kicks applied at the crab cavities are shown
in green.

Beam-Beam Offset

Assuming Equation (2.16) is satisfied, the luminosity of two beams colliding with a relative

offset (beam-beam offset) ubb is given by [31]

LBBO(ubb) =
N2frepnb
4πσ∗xσ

∗
y

exp

(
− u2

bb

4σ∗u
2

)
. (2.18)

The collision is illustrated in Figure 2.12.

IP

ubb

s

u(s)
σj,u

Figure 2.12: Illustration of collisions with a beam-beam offset ubb and beam jitter σj,u.
Transverse position u(s) vs longitudinal position s. The colliding beams are shown in blue
and red. Bunches/trains are shown in grey.

Beam Jitter

If each beam has a position jitter σj,u at the IP, the average luminosity can be calculated as

〈LJ〉 (σj,u) =

∫ ∞
0

LBBO(ubb)
1√

4πσ2
j,u

exp

(
− u2

bb

4σ2
j,u

)
dubb. (2.19)
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Beam-Beam Effects

The previous expressions neglect the mutual EM interaction of the two beams (beam-beam

effects). Beam-beam effects are particularly important in linear e+e− colliders. The two

beams focus each other with a highly non-linear force (beam-beam force), which leads to a

collision with a smaller effective beam size thereby increasing the luminosity. This is known

as the pinch effect. The mutual interaction is characterised by the disruption parameter [32]

Du =
2reNσz

γ(σ∗x + σ∗y)σ
∗
u

, (2.20)

where re is the classical electron radius. For Du � 1, beam-beam effects are small and can

be ignored.

Beam-beam forces result in particles being deflected and therefore the emission of SR,

referred to as beamstrahlung. Beamstrahlung reduces the energy of the colliding particles so

that not all collisions occur at the desired energy. Beamstrahlung photons can have very

high energies, enough to produce e+e− pairs, which lead to backgrounds in the detector.

Beamstrahlung is characterised by the beamstrahlung parameter (or upsilon parameter) [32]

Υ ≈ 5reγN

6αeσz(σ∗x + σ∗y)
, (2.21)

where αe is the fine structure constant.

Both the disruption and beamstrahlung parameter are proportional to 1/(σ∗x+σ∗y). There-

fore, to minimise beam-beam effects one wises to maximise the sum of the horizontal and

vertical beam size at the IP. However, one also wishes to maximise the luminosity, which is

proportional to 1/(σ∗xσ
∗
y). Both objectives are met by maximising the horizontal beam size

and minimising the vertical beam size at the IP.
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Analytical models including beam-beam effects are difficult to develop so simulations are

often used instead. The luminosity calculated with a full simulation is

L = LGHD =
N2frepnb
4πσ∗xσ

∗
y

HD, (2.22)

where HD is a luminosity enhancement factor that accounts for beam-beam effects as well

as the hourglass effect, crossing angle and beam-beam offset. In this work ‘the luminosity’

refers to this luminosity, calculated with a beam-beam effects simulation including all the

above mentioned effects.

Beam-beam effects alter the dependence of luminosity on the beam-beam offset from

that described in Equation (2.18). If the disruption is large, small offsets can lead to large

luminosity losses. This is due to an instability in the collision known as the kink stabil-

ity [32]. For large offsets, beam-beam effects lead to more luminosity than expected from

Equation (2.18) because the beams attract each other.

2.5 Imperfections

Imperfections in a linear collider are unavoidable errors or processes that degrade luminosity.

Imperfections are categorised as static or dynamic. Luminosity degradation can occur via

two mechanisms:

• Emittance growth: An increase in emittance will increase beam size and reduce

luminosity. Imperfections result in kicks to the beam. These kicks lead to an offset

and emittance growth via filamentation. Both static and dynamic imperfections lead

to emittance growth.

• Beam-beam offset: Ignoring beam-beam effects, the luminosity is at a maximum

with a head-on collision. Any beam-beam offset at the IP will lead to luminosity loss.

However, beam-beam effects and correlations in the beam can lead to the maximum

luminosity occurring with a beam-beam offset. The beam-beam offset will be optimised
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using correctors to produce the maximum luminosity. Dynamic imperfections can

deflect the beam and influence the beam-beam offset.

Collisions can also occur with an angle. However, the luminosity loss due to an angle at

the IP is small compared to a beam-beam offset, so usually the angle can be ignored.

Imperfections affect the beam in the horizontal and vertical plane. The vertical beam

size is much smaller than the horizontal beam size at the IP. Therefore, imperfections in the

vertical plane are of more importance.

2.5.1 Static Imperfections

An important static imperfection is the misalignment of accelerator elements. There are

three different types of alignment errors: a transverse offset of the centre of an element

with respect to the ideal beam; a roll, which is a rotation with respect to the longitudinal

direction of the beam and a tilt, which is a rotation with respect to a direction transverse to

the beam. Misalignments are illustrated in Figure 2.13. Accelerator elements can also have

static errors in their properties, which are discussed below.

Roll

Tilt
Offset

s
x

y

Figure 2.13: Illustration of different types of misalignments.

Beam Position Monitors

One of the most important static imperfections is the misalignment of beam position monitors

(BPMs). BPMs define the ideal trajectory of the beam, i.e. the beam will be guided through

the centre of each BPM. Therefore, if they are offset with respect to a straight-line trajectory,
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the beam will not follow a straight path. Additionally, if the BPMs are rolled, a horizontal

beam offset can appear partially as a vertical offset and vice versa, which complicates the

centring of the beam in each plane.

BPMs do not give a perfect reading of the beam position. Each BPM reading is corrupted

by an error, which is assumed to be Gaussian. The standard deviation of this error is

known as the BPM resolution. Corrections are applied to the beam based on BPM readings.

Therefore, a good resolution is desired to minimise the introduction of noise from the BPM

readings to the beam.

Magnets

Static imperfections for magnets are strength errors and misalignments with respect to the

ideal beam. Offset magnets kick the beam and lead to emittance growth. Additionally, rolls

can lead to particles with a horizontal offset receiving a vertical kick and particles with a

vertical offset receiving a horizontal kick. I.e. particle motion in the horizontal and vertical

plane becomes coupled. This is known as xy-coupling and results in emittance growth.

Cavities

If an accelerating cavity is misaligned, the beam does not pass through the centre of the

cavity. This results in EM fields being excited in the cavity known as wakefields, which are

one of the largest sources of emittance growth in a linear accelerator.

There are two types of wakefields: short-range wakefields, where particles at the head of

a bunch produce a wakefield that affects trailing particles in the same bunch and long-range

wakefields, where a bunch induces a wakefield that affects trailing bunches. Wakefields from

a driving particle (or bunch) are experienced by a witness particle (or bunch). As a result,

wakefields are said to be collective effects because multiple bodies are required to observe

their effect. The wakefield also depends on the amount of charge in the driver, as a result,

wakefields are intensity-dependent effects.



2.5 Imperfections 30

The short-range wakefield from the head of a bunch results in a decelerating force being

felt by the tail of the bunch. As a result, the tail of the bunch has a lower energy compared

to the head. Short-range wakefields lead to a correlation between the longitudinal position

of a particle in the bunch and energy, which resembles the shape of a banana, giving its

name the banana effect. Short-range wakefields are usually compensated by the choice of

RF phase in accelerating cavities. A phase is chosen to ensure a greater accelerating voltage

seen by the tail of the bunch compared to the head.

2.5.2 Dynamic Imperfections

Dynamic imperfections affect the beam on a train-to-train (or bunch-to-bunch) basis. Dy-

namic imperfections include:

• Beam jitter. A beam is usually extracted from the DRs using a dipole magnet known

as a kicker. If the kick applied by this magnet is not the same for all trains or bunches,

a beam jitter emerges.

• Timing (or phase) errors. A phase error can be introduced by the kicker magnet.

Another phase error is the arrival time of the beam with respect to the RF phase in a

cavity.

• Time-varying misalignment of accelerator elements. This could be due to GM or a

mechanical vibration of accelerator equipment.

• Fluctuations in power, referred to as ripples, lead to time-varying errors in magnet

strength.

• SFs. These arise from a variety of sources. Any nearby currents will induce SFs.

Dynamic imperfections that vary at the same frequency as the train repetition frequency

have the same impact on each train. Such imperfections are effectively static to the beam.

The train-to-train variation of dynamic imperfections makes them difficult to correct.

The main tool for mitigating their impact is an active system. This system can measure and
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correct the beam (i.e. be beam-based) or measure and correct the dynamic imperfection, e.g.

an element stabilisation system to mitigate GM.

Beam-Based Feedback and Feedforward Systems

There are two beam-based correction schemes: feedback systems [33], which measure the

offset of a train (or bunch) and correct the following train (or bunch), or feedforward sys-

tems [34], which measure and correct the same train (or bunch). Feedforward systems require

a turn-around loop or arc so that there is a short cut the correction signal can take in order

to arrive before the beam at the corrector.

In a beam-based feedback system, there is a time lag between the measurement of a train

offset and the correction applied to the following train. This time lag is referred to as the

latency of the feedback system. The latency of the system cannot be greater than the period

between consecutive trains.

Perturbations with time variation longer than the latency are effectively suppressed with a

beam-based feedback system. However, beam-based feedback systems amplify perturbations

at some frequencies (discussed in Section 4.2.1). Parameters of the feedback system can be

optimised to provide the best suppression of perturbations to the beam. This optimisation

depends on the frequency spectrum of the perturbations.

A train-to-train feedback system is typically used across an entire accelerator to cor-

rect the beam offset. The train-to-train feedback system minimises emittance growth from

filamentation.

IP Feedback System

It is possible to minimise the luminosity loss from a beam-beam offset with a beam-based

feedback system located near the IP. This system can either correct the offset of an entire

train or bunches within a train. IP feedback systems are discussed further in Section 4.4.



Chapter 3

Integrated Simulations

To perform realistic studies of the impact of imperfections, a simulation starting from the exit

of the DRs to the IP was developed. This simulation is referred to as an integrated simulation.

This chapter uses integrated simulations to benchmark the luminosity performance of CLIC

at ECM = 380 GeV.

3.1 Simulation Codes

Two codes developed to simulate linear colliders are the particle tracking code PLACET [35,

36] and the beam-beam effects code GUINEA-PIG [37]. These are the codes used in this

work.

PLACET

PLACET was developed to simulate CLIC beamlines. It is used to track beams and eval-

uate the performance of different beam correction schemes in the presence of transverse

and longitudinal effects, such as wakefields, SR, element misalignments, etc. PLACET was

benchmarked against other particle tracking codes in [38, 39].

Typically, in a particle tracking code macro-particles are simulated. These are essen-

32
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tially the same as normal particles, except they take on the charge of many particles. This

avoids the need to simulate a large number of particles when intensity-dependent effects are

important. This work performs single bunch simulations with 100,000 macro-particles.

The tracking simulations performed in this work include SR, which is a random process.

Therefore, the results from each tracking simulation have some random variation. This

variation arises from the finite number of macro-particles being simulated. The error of each

simulation can be reduced by increasing the number of macro-particles or by averaging the

results of several tracking simulations with different initial distributions. A bunch containing

100,000 macro-particles was found to be large enough to produce an error of less than 1%

on the beam parameters, such as emittance.

Every macro-particle is described by the coordinates given in Equation (2.1). The coor-

dinates of each macro-particle are propagated through each element in the lattice in turn.

The beam matrix is formed from the coordinates of each macro-particle and used to calculate

the statistical properties of the beam, such as emittance.

For a description of the usage and the models implemented in PLACET the reader should

refer to the documentation [36].

GUINEA-PIG

GUINEA-PIG is used to calculate the luminosity of e+e− bunch collisions. It simulates beam-

beam interactions in the collision and the production of secondary particles. GUINEA-PIG

was benchmarked against other physics generators in [40].

An input to GUINEA-PIG is the beam distribution of the colliding bunches. These two

files are generated by a tracking simulation in PLACET. For further details regarding the

input files and a description of GUINEA-PIG the reader should refer to [37].

The simulations in PLACET corresponds to the tracking of a single bunch. The electron

and positron bunches are tracked independently, i.e. two tracking simulations are performed.

The bunches are used in GUINEA-PIG to calculate the luminosity of a single bunch crossing
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LS, which is used to calculate the total luminosity as

L = LSfrepnb. (3.1)

A random process which occurs in the collision is beamstrahlung. This leads to an error

in the luminosity calculation due to the finite number of macro-particles. The error can be

reduced by increasing the number of macro-particles or by averaging luminosity calculations

with different beam distributions. It was found using 100,000 macro-particles per beam leads

to a standard deviation that is approximately 2% of the mean value.

Each luminosity calculation in this work was repeated several times (roughly between 10

and 100) with different beam distributions. Each beam distribution at the IP was generated

with its own tracking simulation in PLACET, which averages the errors associated with SR.

When the luminosity is given in this work, it is the mean luminosity with its standard error.

3.2 Machine Description

A diagram of CLIC at ECM = 380 GeV is shown in Figure 3.1. The geometry of the electron

beamline is shown in Figure 3.2.

Ring to Main Linac

The RTML transports the beam from the DR to the ML. The RTML performs three tasks:

• To compress the bunch length from 1800 µm to 70 µm. This is done with a system of

four bending magnets known as a magnetic chicane [41]. There is a chicane at BC1 in

Figure 3.1, which compresses the bunch length from 1800 µm to 235 µm, and another

chicane at BC2, which compresses bunch length from 235 µm to 70 µm.

• To accelerate the beam from 2.86 GeV to 9 GeV. SR is emitted in the bending magnets

of each chicane. This SR can either be coherent or incoherent [41]. Coherent SR
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Figure 3.1: Schematic diagram of CLIC at ECM = 380 GeV [25].
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Figure 3.2: Depth vs position along the main axis and perpendicular axis of the CLIC
beamline at ECM = 380 GeV: RTML (blue); ML (orange) and BDS (green). The IP is at
(0,0,0).

can lead to emittance growth, so a small amount of acceleration is performed by the

Booster Linac to ensure SR emission in BC2 is incoherent.

• To align the spin of the electrons. This is done with the Spin Rotator. The positron

beam is left unpolarised, so the positron RTML does not contain a Spin Rotator.
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The electron and positron RTMLs have different sub-systems. Both RTMLs are described

in detail in [25, 42]. The positron RTML does not contain a Spin Rotator or Central Arc

(CA). The CA is used to reverse the direction of the electron beam before injecting it into

the subsequent section. Both the electron and positron RTML contain a Long Transfer Line

(LTL), which as shown in Figure 3.1 runs parallel to the ML. The direction of the beam is

reversed in the Turn-Around Loop (TAL) before entering the ML. The electron and positron

beams share the same Booster Linac.

Half the RTML is housed on the surface and the other half is housed approximated

100 m underground. The Vertical Transfer (VT) transports the beam from the surface to

the underground tunnel.

Main Linac

The purpose of the ML is to accelerate the beam from 9 GeV to the final energy of 190 GeV.

The ML is described in detail in [25, 42]. The design of the ML is essentially the same for

the electron and positron beams.

The ML consists mainly of accelerating cavities. The fill factor, which is the total length

of all cavities over the total length of the ML is approximately 0.718.

Beam Delivery System

The BDS collimates the beam and focuses it to the final beam size of σx = 150 nm and

σy = 3 nm. The same BDS design is used for the electron and positron beams.

There are three different BDS designs, which differ in the drift length (L∗) from the

final quadrupole to the IP [42]. The baseline design includes a BDS with L∗ = 6 m. The

advantage of this L∗ is that the final quadrupole is not housed in the detector cavern [42].

Only the L∗ = 6 m BDS is studied in this work.
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Emittance Growth Budgets

In order to realise the targeted IP beam size, the preservation of emittance is key. Strict

emittance growth budgets have been defined for each section of CLIC. The emittance growth

budgets for static and dynamic imperfections are presented in Table 3.1.

In the RTML, some emittance growth will occur even in the absence of imperfections

due to SR in the bends. This is accounted for in the design budget. The budgets are the

same for the electron and positron beams.

Section εx [nm] ∆εx [nm] εy [nm] ∆εy [nm]
Design Static Dynamic Design Static Dynamic

DR 700 - - - 5 - - -
RTML 850 100 20 30 10 1 2 2
ML 900 0 25 25 20 0 5 5
BDS 950 0 25 25 30 0 5 5

Table 3.1: Targeted horizontal and vertical emittance at the end of each section and the
horizontal and vertical emittance growth budgets (∆εx and ∆εy respectively): design values
and contributions from static and dynamic imperfections.

3.3 Perfect Machine Performance

Typically, elements have imperfections, such as alignment or attribute errors. A perfect

machine is one that contains no imperfections. The maximum attainable luminosity can be

calculated by simulating a perfect machine. This luminosity is

L0 = (4.325± 0.004)× 1034 cm−2s−1. (3.2)

Although the machine is perfect, there is an error in the luminosity calculation due to random

processes in the simulation (see Section 3.1). The beam parameters at the end of each section

are shown in Table 3.2.

Sextupoles in the FFS are used to correct chromatic aberrations. In regions where there is

horizontal dispersion, the energy of a particle determines its position. Sextupoles are placed
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Section εx [nm] εy [nm] σx [µm] σy [µm] σz [µm] E [GeV] σE [%]

DR 700 5.00 50.0 2.11 1800 2.86 0.110
RTML 785 5.82 18.9 0.629 70.0 9.00 1.00
ML 791 5.85 8.05 0.291 70.0 190 0.350
BDS 2,220 6.36 0.130 0.00133 70.0 190 0.350

Table 3.2: Simulated beam parameters (given to three significant figures) at the end of each
section of a perfect machine.

Figure 3.3: Energy vs horizontal angle of the particles in the beam at the IP and the
distribution of horizontal angle: using a beam with no energy spread (orange) and using a
beam with the nominal energy spread of 0.35% (blue).

in these regions, and as a result, particles of differing energy receive a different kick. Such a

scheme results in a correlation between the energy and horizontal angle of the particles in a

beam. This is shown in Figure 3.3.

The energy-angle correlation leads to a horizontal emittance growth in the BDS. As this

emittance growth is from the angular distribution, it does not significantly impact the IP

beam size and luminosity. When examining the BDS, the IP beam size and luminosity are

better indicators of performance.

3.4 Nominal Performance

To study the nominal luminosity performance one should implement imperfections in the

machine. However, instead of simulating an imperfect machine, it is possible to study the
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nominal luminosity performance by simulating a perfect machine and increasing the emit-

tance of the beam from the DRs to account for imperfections.

The full emittance growth budgets for static and dynamic imperfections are assumed.

Therefore, the emittance from the DRs is εx,DR = 860 nm1 and εy,DR = 29 nm. Simulating

these DR emittances will be referred to as using nominal target emittance (NTE).

The luminosity performance using NTE is

L0 = (1.5462± 0.0002)× 1034 cm−2s−1. (3.3)

The error arises from random processes in the simulation (see Section. 3.1). This simulation

shows with all imperfections included CLIC performs marginally above the 1.5×1034 cm−2s−1

luminosity target. The beam parameters at the end of each section are shown in Table 3.3.

Section εx [nm] εy [nm] σx [µm] σy [µm] σz [µm] E [GeV] σE [%]

DR 860 29.0 55.4 5.09 1800 2.86 0.110
RTML 945 31.0 20.8 1.45 70.0 9.00 1.00
ML 952 31.0 8.84 0.669 70.0 190 0.350
BDS 2,460 34.0 0.142 0.00305 70.0 190 0.350

Table 3.3: Simulated beam parameters (given to three significant figures) at the end of each
section with NTE.

3.5 Static Imperfections

A more realistic simulation involves implementing imperfections in the machine. Simulations

of isolated sections: RTML [43, 44], ML [45], BDS [46, 47] show emittance growth due to

static imperfections can be kept within budget with beam-based alignment techniques.

Integrated simulations of static imperfections are presented in this section. The imper-

fections implemented in the RTML, ML and BDS are summarised in Table 3.4.

1The horizontal emittance from the DR should be εx,DR = 850 nm. However, the horizontal emittance
growth in a perfect RTML is only 90 nm instead of 100 nm. Therefore, εx,DR = 860 nm was chosen instead
of εx,DR = 850 nm.
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Imperfection Value

Ring to Main Linac

Magnet and BPM offset 30 µm
Magnet and BPM roll 100 µrad
CA and TAL quadrupole strength errors 0.01%
All other magnet strength errors 0.1%
BPM resolution 1 µm

Main Linac

Magnet and BPM offset 14 µm
Magnet and BPM roll 100 µrad
Magnet strength error 0.1%
BPM resolution 0.1 µm
Girder end point with respect to reference wire 12 µm
Girder end point with respect to articulation point 5 µm
Cavity offset 14 µm
Cavity tilt 141 µrad
Wakefield monitor offset 3.5 µm

Beam Delivery System

Magnet and BPM offset 10 µm
Magnet and BPM roll 100 µrad
Magnet strength errors 0.01%
BPM resolution 20 nm

Table 3.4: Static imperfections in each section. RMS values are given.

To ensure a sufficient alignment, elements are placed on girders and initially aligned

mechanically to an accuracy of 0.1 mm [42]. Each girder is mounted on a mover and equipped

with a sensor that measures its position relative to a stretched wire [48]. The movers are

then used to align the elements to a root-mean-square (RMS) offset of 10 µm [42] over length

scales of 200 m across the entire machine. This procedure is known as pre-alignment.

Following pre-alignment, beam-based techniques are used. These procedures are referred

to as tuning. Usually, tuning consists of a few steps:

1. One-to-one steering: the beam is steered through the centre of a BPM using cor-

rectors.

2. Dispersion-free steering: this minimises the difference in the trajectory of two

beams of differing energy using correctors.
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3. Specific beam-based techniques: this usually depends on the section.

In the ML, RF realignment is applied. This involves moving the accelerating cavities

to minimise the signal measured by a wakefield monitor [49].

In the RTML and BDS, sextupoles are used to correct chromatic aberrations. In the

RTML, a simplex algorithm [50] is used to minimise the emittance at the end of the

section by moving the sextupoles in the CA and TAL.

In the BDS collimation section, similar to the RTML, a simplex algorithm is used to

minimise the emittance at the end of the section (start of the FFS) by moving the

sextupoles.

In the FFS, the luminosity is maximised by optimising the sextupole offset. This is

done in two stages. First, a random walk is used to take the luminosity from a few

percent of the nominal luminosity target to the level of 10%. Following this, sextupole

tuning knobs [46] are used to take the luminosity to its maximum value.

In dispersion-free steering, the dispersion is conventionally measured using an off-energy

beam. The gradient of accelerating cavities must be changed to generate an off-energy beam.

Alternatively, tracking an on-energy beam through a lattice with rescaled magnet strength is

equivalent to tracking an off-energy beam. Dispersion in the RTML is measured by rescaling

the magnet strength. In addition to the imperfections listed in Table 3.4, a magnetic centre

shift due to a change in magnet strength is included in the RTML. All magnets are scaled by

5%. This produces a 0.35 µm shift in the magnetic centre for quadrupoles and sextupoles [44].

Tuning was simulated on 100 machines with different initial surveys of static imperfec-

tions. The emittance at the end of each section is shown in Figure 3.4. The luminosity of

each machine after the full tuning procedure is shown in Figure 3.5. These luminosities were

calculated by mirroring the beam at the IP. The average luminosity and its standard error

is

L0 = (3.353± 0.004)× 1034 cm−2s−1. (3.4)

A luminosity above 2.7× 1034 cm−2s−1 is achieved by 90% of machines.
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Figure 3.4: Horizontal (LH scale) and vertical emittance (RH scale) after tuning including
static imperfections vs machine number: at the end of RTML (blue and red); at the end of
the ML (orange and purple) and at the end of BDS collimation section (green and brown).
Machines are ordered in ascending emittance.
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Figure 3.5: Luminosity after tuning, including static imperfections, vs machine number.
Machines are ordered in descending luminosity.

Section εx [nm] εy [nm] σx [µm] σy [µm] σz [µm] E [GeV] σE [%]

DR 700 5.00 50.0 2.11 1800 2.86 0.110
RTML 803 6.74 18.4 0.710 70.0 9.00 1.00
ML 826 7.25 8.16 0.331 70.0 190 0.350
BDS 2,300 10.4 0.136 0.00207 70.0 190 0.350

Table 3.5: Average simulated beam parameters (given to three significant figures) at the end
of each section after tuning of 100 machines including static imperfections.
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The average beam parameters at the end of each section of 100 machines after tuning

are shown in Table 3.5. The tuning performs comfortably within the budgets specified in

Table 3.1, particularly in the ML.

3.6 Dynamic Imperfections

The rest of this work is devoted to the study of dynamic imperfections. A machine including

static imperfections should be used for simulations of dynamic imperfections. However, a

simplification will be made by assuming an inflated emittance from the DRs to account for

static imperfections. The full emittance growth budget for static imperfections is assumed.

Therefore, the emittance of the beam from the DRs is εx,DR = 770 nm and εy,DR = 17 nm.

Simulating these emittances will be referred to as using static target emittance (STE). The

luminosity that can be achieved with STE is

L0 = (2.263± 0.003)× 1034 cm−2s−1. (3.5)

The error arises from random processes in the simulation (see Section. 3.1).

Simulating STE instead of explicitly implementing static imperfections greatly reduces

the number of simulations needed. Assuming STE is pessimistic because it was shown in the

previous section that the emittance growth due to static imperfections is comfortably within

budget and an average luminosity of approximately 3.4× 1034 cm−2s−1 can be achieved.

Section εx [nm] εy [nm] σx [µm] σy [µm] σz [µm] E [GeV] σE [%]

DR 770 17.0 52.5 3.90 1800 2.86 0.110
RTML 855 18.4 19.8 1.11 70.0 9.00 1.00
ML 862 18.5 8.41 0.515 70.0 190 0.350
BDS 2,330 20.0 0.135 0.00234 70.0 190 0.350

Table 3.6: Simulated beam parameters (given to three significant figures) at the end of each
section with STE.

The beam parameters at the end of each section are shown in Table 3.6. The main

difference between this scenario and explicitly implementing static imperfections is that the
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vertical emittance at the IP is much bigger here. However, looking at the vertical IP beam

size in Tables 3.5 and 3.6, they are similar. Despite the similar beam sizes, the luminosity

achieved in each simulation is very different.

The objective of tuning is to maximise luminosity, rather than to minimise the IP beam

size. In the perfect machine the minimum beam size or waist occurs at the IP. However,

a larger luminosity can arise from beam-beam effects if the waist is moved before the IP,

this is referred to as a waist shift. The final tuning procedure involves tuning the position of

sextupoles in the FFS to maximise luminosity. This procedure finds the maximum luminosity

that occurs with a waist shift, which is why a larger luminosity is achieved when the tuning

is explicitly simulated.

3.6.1 Beam-Beam Offset and Jitter

The primary mechanism of luminosity loss from dynamic imperfections is a beam-beam

offset. A vertical beam-beam offset (ybb) has the most impact on luminosity. Figure 3.6 shows

the luminosity vs beam-beam offset for CLIC and for a rigid (i.e. undisrupted) Gaussian

beam. Each curve is normalised by the luminosity with no beam-beam offset, these are the

luminosities in Equations (3.2) and (3.3).

CLIC shows some deviation from the luminosity expected from a rigid Gaussian beam.

The disruption determines how much the curve differs. When the disruption is large, small

beam-beam offsets can lead to large luminosity losses. To study accurately dynamic imper-

fections, the correct luminosity loss due to a beam-beam offset must be calculated. Figure 3.6

highlights the luminosity loss due to a beam-beam offset can be different depending on the

beam size, and therefore emittance, at the IP.

For integrated simulations of dynamic imperfections, STE will be used. Figure 3.7 shows

the luminosity loss due to a vertical beam-beam offset in simulations with static imperfections

implemented and using STE. The two curves are very similar, which confirms the luminosity

loss due to a beam-beam offset will be the same for both scenarios.
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Figure 3.6: Luminosity vs vertical beam-beam offset: calculated with GUINEA-PIG using
a realistic CLIC beam (blue and orange) and calculated with Equation (2.18) for a rigid
Gaussian beam (green). The blue and orange lines correspond to different beam sizes at
the IP, which leads to different disruption parameters. The green line corresponds to the
expected luminosity if there were no beam-beam effects.

The vertical disruption is similar in simulations including static imperfections and using

STE. Both have Dy ≈ 17. This is somewhat greater than the nominal vertical disruption

of Dy = 13. Consequently, the luminosity loss due to a beam-beam offset will be increased.

Figure 3.7 shows the luminosity loss due to a beam-beam offset is less when NTE is used.
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Figure 3.7: Luminosity vs vertical beam-beam offset: with static imperfections implemented
(blue); using STE (orange) and using NTE (green).

Equation (2.19) together with the curves in Figure 3.7 can be used to calculate the

average luminosity of two colliding beams, which each have a vertical position jitter σj,y.



3.6 Dynamic Imperfections 46

The average luminosity is shown in Figure 3.8. Using NTE, there is a vertical beam position

jitter tolerance of σj,y ≤ 0.4 nm to remain within a 2% luminosity loss budget, whereas it is

σj,y ≤ 0.2 nm using STE.
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Figure 3.8: Average luminosity vs vertical beam position jitter (of each beam): calculated
with static imperfections implemented (blue); using STE (orange) and using NTE (green).

3.6.2 Phase Errors

Phase errors can be thought of as timing errors. This section looks at the impact of coherent

phase errors. With a coherent phase error, the arrival time of the beam is shifted by the

same amount across the entire machine or a section of the machine.

Beam Delivery System Energy Acceptance

The minimum IP beam size that can be achieved in the BDS depends on the energy spread

of a beam because of chromatic aberrations. A larger energy spread leads to a larger beam

size, which lowers luminosity. The energy range in which the desired beam size and target

luminosity can be reached is known as the energy acceptance (or energy bandwidth) of the

BDS.

Coherent phase errors in the ML cavities can arise from the arrival time of the main

beam. Here, the beam arrives before or after the nominal RF phase. Alternatively, there
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can be an error in the arrival time of the drive beam, which affects the timing of the RF.

These phase errors are equivalent to a change in the effective accelerating gradient. They

lead to an energy error, which lowers luminosity because of the limited energy acceptance of

the BDS.

The BDS energy acceptance, shown in Figure 3.9, was calculated by varying the effective

gradient Geff of the ML cavities directly. The luminosity was calculated using a reference

beam, which was tracked through a lattice with the nominal ML cavity gradient. Therefore,

tolerances will be calculated with half the total luminosity loss budget. To remain within

a 1% luminosity loss, the beam energy error entering the BDS must be within ∆E/E ≈

±7.5 × 10−4. The corresponding effective gradient error that can be tolerated is the same

∆Geff/Geff ≈ ±7.5× 10−4. This tolerance can also be expressed as an RF phase error in the

ML cavities. A ±0.2◦ RF phase error would lead to 1% luminosity loss.

189.8 189.9 190.0 190.1 190.2

Energy, EML [GeV]

0.986

0.988

0.990

0.992

0.994

0.996

0.998

1.000

L
u

m
in

os
it

y,
L/
L 0

Figure 3.9: Luminosity vs energy at the end of the ML.

Damping Ring Extraction

A phase error from the DRs was also studied. Here, both an error in the effective gradient

of the ML cavities and IP arrival time occur, whereas varying the effective gradient of the

ML cavities does not affect the arrival time of the colliding bunches.

If there is a relative arrival time error at the IP, the beams will either collide before
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or after the nominal collision point, where the beta functions and therefore beam sizes are

larger, leading to a luminosity reduction.

Luminosity as a function of the longitudinal bunch position from the DR is shown in

Figure 3.10. The luminosity was calculated with a reference beam with no phase error.

There is a large tolerance of approximately ±500 µm to remain within a 1% luminosity loss

due to the bunch compressors in the RTML. The bunch length is compressed by a factor of

26, which leads to a reduction of roughly the same factor in the phase error.
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Figure 3.10: Luminosity vs longitudinal bunch position at the end of the DR.



Chapter 4

Ground Motion

Accelerator elements are not perfectly stable. They vibrate because of ground motion (GM)

or other external forces. The vibration of quadrupole magnets in the vertical plane has the

biggest impact on the beam. These vibrations lead to beam jitter, which can either impact

luminosity directly or lead to filamentation.

The influence of GM on linear colliders has been studied extensively [51]. The level of

GM depends on the accelerator site. Models for different sites are used to generate realistic

displacements due to GM for accelerator elements. This chapter evaluates the impact of

different GM models on the luminosity of CLIC at ECM = 380 GeV.

4.1 Models

The surface layer of the Earth is known as the crust, which is formed from a number of

tectonic plates [52]. This is an elastic medium, which can support the propagation of wavelike

motion.

Depending on the timescale, GM can be divided into four categories: [53, 54]

• Uncorrelated waves, above 10 Hz: This type of GM is a set of travelling waves with dif-

fering frequency and wavelength. The correlation (see Appendix A) gives an indication

49
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of whether or not two locations move in phase. Two locations that move independently

are said to be uncorrelated. At these frequencies, GM becomes uncorrelated over dis-

tances of a few metres.

• Correlated waves, 0.1-10 Hz: Waves in this frequency range have wavelengths of a few

kilometres. Such waves are highly correlated across an accelerator the size of CLIC.

• Diffusive motion, 0.01-0.1 Hz: The displacement of an accelerator element with respect

to a reference location (relative displacement) can be produced from temperature varia-

tions, underground water flow, spatial variation of ground properties, etc. The relative

displacement D is a random walk [55] with variance [56]

σ2
D = ADTL, (4.1)

where AD is a site-dependent constant, T is the time step and L is the distance to the

reference location. Equation (4.1) is known as the ATL law [56].

• Systematic motion, below 0.01 Hz: This is a slow drift of the ground, e.g. from the

motion of tectonic plates or the influence of the moon and tides. Here, the displacement

varies linearly with time. Systematic motion S can also be described as a random walk

with variance [53]

σ2
S = AST

2L, (4.2)

where AS is a site dependent constant.

The last two types are considered to be slow motion and the first two types are considered

to be fast.

Slow GM leads to relative misalignments, which induce a beam offset. This offset is

usually cured with a beam-based feedback system. Therefore, the impact on luminosity

from slow GM is via emittance growth only.

The impact of fast GM on luminosity is much more critical. The fast temporal variation

makes beam offsets difficult to correct. Therefore, there is luminosity loss due to a beam-
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beam offset at the IP. This work focuses on the impact of fast GM, which is usually modelled

using power spectral densities (PSDs), discussed in the following section.

4.1.1 Power Spectral Densities

Fast GM is described as a set of travelling waves with frequency f and wavelength λ. These

quantities are related by

vg = fλ, (4.3)

where vg is the group velocity of the wave. The power of each wave is described using a

two-dimensional PSD, denoted by P (f, λ) [51]. A one-dimensional PSD P (f) is recovered

from the two-dimensional PSD P (f, λ): [51]

P (f) =

∫ ∞
0

P (f, λ) dλ. (4.4)

P (f) describes the temporal variation and is commonly referred to as the noise of GM.

The two-dimensional PSD depends on the accelerator site. Measurements have been

performed at several sites to model P (f, λ). Four models based on different sites are described

below. The one-dimensional PSD of these models is shown in Figure 4.1.
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Figure 4.1: PSD vs frequency of different GM models [57, 58, 59, 60, 61].

Model A is based on a measurement in an empty tunnel at CERN [57]. This tunnel is
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deep underground, approximately 100 m below the surface. The tunnel previously housed

the Large Electron-Positron (LEP) collider and is currently occupied by the LHC. Model A

is based on a measurement taken at night. It contains a microseismic peak at 0.14 Hz due

to a motion of the Earth’s crust, which arises from ocean waves [52]. In quiet conditions,

the PSD of GM decays rapidly with frequency, approximately as 1/f 4. Model A represents

a low-noise site.

Model B is based on measurements in a shallow tunnel, approximately 9 m underground,

at the Stanford Linear Accelerator Laboratory (SLAC), USA [58] and a deep mine near the

Fermilab site, USA [62]. Model B is based on measurements taken during the day. It contains

an additional peak around 20 Hz, which arises from human activity, such motion is referred

to as cultural noise. Model B represents a site with an intermediate noise.

Model C is based on measurements at the Hadron-Electron Ring Accelerator (HERA) in

Hamburg, Germany [59]. HERA is in a shallow tunnel, approximately 15-30 m underground.

The surface location is highly urbanised. The model is based on a measurement taken during

the day when there is a significant amount of cultural noise. Model C represents a very noisy

site.

Model D1 is a modified version of model B. It contains an additional peak based on

measurements in Annecy, France [60] and in the Compact Muon Solenoid (CMS) detector

cavern, which is one of the experiments in the LHC [61]. GM originating from detector

vibrations was measured in CMS, which results in the larger amplitude of the peak at 20 Hz.

CLIC is designed to withstand the impact of model D. This is a pessimistic approach because

model D represents a noise level higher than what is expected for CLIC. For example, the

model assumes the noise from the CMS detector is present across the entire machine, which

is not the case. The CLIC detector will also be designed not to produce the vibrations

measured at CMS.

Models A-D are based on measurements of GM in the vertical plane. Therefore, the

two-dimensional PSD represents the amplitude of vertical motion. In simulations, the same

1Model D is also known as Model B10.
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two-dimensional PSD is used to describe horizontal and vertical GM. This is possible because

the impact of horizontal imperfections is small in comparison to vertical imperfections.

4.1.2 Generators

The above models form a statistical description of GM. They are used in generators to

sample GM. The objective of a generator is to calculate the displacement of an element at

time t and location s. The implementation of the GM generator in PLACET is described in

detail in [63]. A brief description of this generator is given below.

To simulate GM the two-dimensional PSD is discretised into a set of modes at discrete

frequencies and wavelengths denoted by fi and λj. Each mode is assumed to be independent.

The variance of GM is given by

σ2 =

∫ ∞
0

∫ ∞
0

P (f, λ) df dλ

≈
∑
i

∑
j

(∫ fi+1

fi

∫ λj+1

λj

P (f, λ) df dλ

)

≈
∑
i

∑
j

σ2
ij,≈

∑
i

∑
j

a2
ij

2
,

(4.5)

where σ2
ij = a2

ij/2 is the variance of each mode and aij is the amplitude.

GM in PLACET is modelled as two travelling waves moving in opposite directions, which

form a standing wave. The displacement of an individual mode is given by

dij(t, s) =
aij√

2

[
sin

(
2πfit+

2πs

λj
+ φ

(1)
ij

)
+ sin

(
2πfit−

2πs

λj
+ φ

(2)
ij

)]
, (4.6)

where φ
(1)
ij and φ

(2)
ij are uniformly distributed random numbers between 0 and 2π. The

displacement at time t and position s is the summation over all modes,

d(t, s) =
∑
i

∑
j

dij(t, s). (4.7)
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A computationally efficient method of calculating Equations (4.6) and (4.7), which is de-

scribed in [63], is implemented in PLACET.

4.1.3 Impact on Luminosity

The luminosity loss ∆L due to GM including the effect of a mitigation system can be

estimated as [63]

∆L =

∫ ∞
0

∫ ∞
0

P (f, λ) |T (f)|2G2(λ) df dλ, (4.8)

where T (f) is the transfer function of the mitigation system and G(λ) is a sensitivity function

for luminosity loss. Equation (4.8) is valid when the luminosity loss is less than 20% [63].

The transfer function T (f) describes the impact of the mitigation system on the am-

plitude of GM. Therefore, the transfer function squared describes the impact on the two-

dimensional PSD P (f, λ). The mitigation technique is assumed to work uniformly across

the entire accelerator, therefore the transfer function is only a function of frequency. The

product P (f, λ)|T (f)|2 determines the power (and therefore amplitude) of each GM wave.

G(λ) accounts for the spatial distribution of the wave and its impact on luminosity loss.

4.2 Mitigation Methods

Two different techniques will be used to mitigate GM: a beam-based feedback system and a

mechanical stabilisation for quadrupole magnets.

4.2.1 Beam Trajectory Feedback System

This is a beam-based feedback system that corrects the beam trajectory over the full length

of the accelerator. Corrections are applied on a train-to-train basis. A set of BPMs is used

to measure the offset of a train and a set of correctors is used to correct the following train.

These correctors can either be dipole magnets or displaced quadrupole magnets. The time
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duration between trains, referred to as the train spacing, is 20 ms.

This section derives the transfer function for the beam trajectory feedback system. The

approach treats the feedback system as a linear, time-invariant (LTI) system and uses the

signal processing techniques described in Appendix A.

An LTI system has an input u and output v. The relationship between input and output

is described using a difference equation, which has the general form

N∑
p=0

a[p]v[n− p] =
M∑
l=0

b[l]u[n− l], (4.9)

where the coefficients a[p] and b[l] are constants. v represents the corrected beam position

and u represents the beam position without the feedback system. The transfer function of

the system is calculated using2

T (f) =

M∑
l=0

b[l] exp

(
−j2πfl

frep

)
N∑
p=0

a[p] exp

(
−j2πfp

frep

) , (4.10)

where j =
√
−1.

The feedback system in CLIC uses the full history of outputs to calculate the correction

as

c[n] =
1

m
v[n] +

(
1− 1

m

)
c[n− 1]

=
n∑
q=0

1

m

(
1− 1

m

)q
v[n− q],

(4.11)

where m is the gain. The difference equation for this system is

v[n]− v[n− 1] = u[n]− u[n− 1]− c[n]

= u[n]− u[n− 1]−
n∑
q=0

1

m

(
1− 1

m

)q
v[n− q].

(4.12)

2Equation (4.10) is the continuous form of Equation (A.16).
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Using Equation (4.10) with the coefficients a[p] and b[l] from Equation (4.12), the transfer

function is3

T (f) =
1− exp

(
− j2πf

frep

)
1− exp

(
− j2πf

frep

)
+ 1

m
exp

(
− j2πf

frep

)(
1

1−(1− 1
m) exp

(
− j2πf
frep

)
) . (4.13)

The transfer function of the feedback system with different gains is shown in Figure 4.2.

The beam trajectory feedback system corrects both the horizontal and vertical beam position

with the same transfer function.
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Figure 4.2: Transfer function of a beam trajectory feedback system. Each line corresponds
to a different gain m used in Equation (4.13).

The transfer function assumes a perfect correction is applied to the beam, i.e. there is no

error term in Equation (4.12). Although the correction may be perfect, the feedback system

does not completely cure the imperfection because there is a latency between measurement

and correction. This latency can lead to an amplification of the imperfection.

The CLIC feedback system operates with a gain of m = 2.5. The feedback system is

good at suppressing frequencies below 1 Hz but amplifies the range 4-25 Hz. The transfer

function is zero at multiples of the repetition frequency because any imperfection at this

frequency appears static to the beam and is completely removed. The transfer function is

3The summation is evaluated using

n−1∑
p=0

αpejβp =
1− αnejβn
1− αejβ .



4.2 Mitigation Methods 57

periodic over intervals of 100 Hz.

The transfer function in Equation (4.13) is calculated by examining the impact of the

feedback system on beam motion. This means the transfer function should be used to

calculate the PSD of corrected beam motion from the PSD of uncorrected beam motion.

However, the transfer function will be used on the PSD of GM instead. This is possible

because the PSD of beam motion should be directly proportional to the PSD of GM. It is

important to note the feedback system does not directly reduce GM, instead its effect is

equivalently modelled by reducing the PSD used to generate GM.

4.2.2 Quadrupole Stabilisation System

Although the PSD of GM decays rapidly with frequency, there is significant motion up

to 85 Hz that can impact luminosity. An active quadrupole stabilisation system has been

designed to address this problem.

The quadrupole stabilisation system is described in [64, 65]. A schematic diagram is

shown in Figure 4.3. The quadrupole is exposed to vibrations from GM and external systems,

such as pumps and motors. The quadrupole is mounted on a support which affects the

propagation of vibrations from the ground. The inertia of the quadrupole also affects its

motion.

Quadrupole

F

Controllerk f

Ground

c

Figure 4.3: Schematic diagram of the quadrupole stabilisation system. k is the stiffness, c
is the damping coefficient, F is the force exerted by external vibrations and f is the force
applied by the piezoelectric actuator, which is shown in blue. The motion of the ground and
quadrupole are measured using sensors, which are shown in red.
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The quadrupole stabilisation system is an active system. It utilises a piezoelectric actuator

to dynamically apply a force. This is a device which deforms when a voltage is applied to

it [64]. Two commercially available motion sensors (geophones [64]) are used to measure

the motion of the ground and quadrupole. These measurements are used by the controller

to calculate a voltage to apply to the piezoelectric actuator with the aim of stabilising the

quadrupole.

The stabilisation system directly reduces quadrupole motion with the transfer function

shown in Figure 4.4. The system amplifies frequencies around 1 Hz, this is the resonant

frequency of the system. The system is effective at damping high-frequency motion but

does not affect low frequencies. Low frequency, long wavelength motion is not particularly

harmful to the beam as the entire beamline moves coherently, so the system was designed

not to break this motion.

The system stabilises horizontal and vertical motion with the same transfer function.
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Figure 4.4: Transfer function of the quadrupole stabilisation system [42].
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4.3 Integrated Simulations

4.3.1 Specific Sections

The models for GM generate element displacements as a function of time t and position s.

The position s is usually the distance from the IP and lies on a straight line. This is correct

for the ML and BDS, however, the RTML contains a TAL. In generating GM the RTML

was ‘unfolded’ as if the accelerator was a single straight line. This simplification has little

effect on the luminosity loss due to GM because virtually all of the luminosity degradation

occurs from GM in the BDS.

For illustration, Table 4.1 shows the luminosity loss with GM model D in specific sections

of CLIC. STE was simulated with no mitigation. At the interface between sections, the beam

position is used as the reference for misalignments, such that the beam is on-axis in sections

where GM is not applied.

Section with GM Luminosity Loss, ∆L/L0 [%]

RTML 0.1
ML 3.4
BDS 46

Table 4.1: Luminosity loss due to GM model D without mitigation in specific sections.
Values are expressed as a percentage of Equation (3.5). The error on each value is less than
0.1%.

Table 4.1 shows virtually no luminosity loss occurs from GM in the RTML. This is

because beam jitter at the end of the RTML does not reach the IP. Therefore, luminosity

loss can only occur via emittance growth. The low beam energy in the RTML means the

quadrupole magnets are relatively weak. Consequently, the kick from a displaced quadrupole

is small and emittance growth is limited.

GM in the BDS has the biggest impact on luminosity. This leads to a beam jitter at the

IP, which directly impacts luminosity. The impact of GM in the ML is much less than in

the BDS but is still significant.
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4.3.2 Models

The luminosity loss due to the different GM models with a beam trajectory feedback system

and quadrupole stabilisation system is shown in Table 4.2. The gain of the feedback system

was optimised to minimise luminosity loss. The optimum gain was found to be m = 2.5.

Simulations were performed using STE and NTE.

Mitigation Luminosity Loss, ∆L/L0 [%]

Model A Model B Model C Model D

Using STE

No Mitigation 5.1 24 85 46
Beam Trajectory Feedback 0.5 29 90 51
Quadrupole Stabilisation 4.7 14 53 14
Beam Trajectory Feedback

0.1 0.9 44 4.9
+ Quadrupole Stabilisation

Using NTE

No Mitigation 2.0 14 81 34
Beam Trajectory Feedback 0.1 18 88 40
Quadrupole Stabilisation 1.8 6.6 40 6.5
Beam Trajectory Feedback

0.01 0.2 32 1.6
+ Quadrupole Stabilisation

Table 4.2: Luminosity loss due to different GM models. Values are expressed as a percentage
of Equation (3.3) for NTE or Equation (3.5) for STE. The error on each value is less than
0.1%.

There is a significant difference in luminosity loss when simulating STE and NTE. The

dominant mechanism for luminosity loss is via a vertical beam-beam offset. However, as

discussed in Section 3.6, the luminosity loss from a vertical beam-beam offset depends on

the disruption parameter Dy. When NTE is used, the nominal disruption of Dy ≈ 13 is

simulated, whereas a disruption of Dy ≈ 17 is simulated when STE is used. The higher

disruption in STE simulations means the luminosity loss from a beam-beam offset is exag-

gerated. The NTE simulations correspond to the luminosity loss in the limiting case when

the nominal IP beam size, and therefore nominal disruption, is realised.

Model A represents the quietest environment that can be expected. CLIC is robust

against model A. The luminosity loss is 2% without applying any mitigation. With just the
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beam trajectory feedback system, its impact can be almost completely removed.

For model A solely utilising the beam trajectory feedback system reduces luminosity

loss. However, for models B, C and D, solely utilising the beam trajectory feedback system

results in a larger luminosity loss than not applying any mitigation. This is because the beam

trajectory feedback system amplifies cultural noise, which is present in models B, C and D,

but not A. High-frequency (above 10 Hz) GM becomes uncorrelated over length scales of a

few metres. This means the last two quadrupoles in the BDS for the electron and positron

beamlines have uncorrelated motion, which results in a beam-beam offset.

Model B requires the combination of a quadrupole stabilisation system and a beam

trajectory feedback system to mitigate GM. The quadrupole stabilisation targets the cultural

noise above 10 Hz, which the feedback system cannot correct. The luminosity loss can be

kept to within 0.2% with both mitigation systems. Therefore, GM at the level of model B

should not pose a danger for CLIC.

Model C represents a much higher level of GM than what is expected for CLIC. Ad-

ditional mitigation systems would be needed to recover luminosity, such as an IP feedback

system, which is discussed in the following section.

Model D represents an upper limit to the level of GM CLIC is expected to experience.

Including the effect of the quadrupole stabilisation and beam trajectory feedback, the lumi-

nosity loss can be kept to within 1.6%. Therefore, CLIC will be robust against the impact

of GM even in the most pessimistic scenario.

4.4 IP Feedback Systems

Beams colliding with a small beam-beam offset receive a large deflection due to beam-beam

effects. Figure 4.5 shows the deflection as a function of beam-beam offset. This is exploited

by an IP feedback system, which measures the offset with a BPM a few metres downstream

of the IP.
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Figure 4.5: Vertical beam-beam deflection vs vertical beam-beam offset: calculated with
GUINEA-PIG using a beam with NTE (blue) and a linear fit (orange).

There are two IP feedback systems in CLIC. One that corrects the offset of an entire

train, referred to as the train-to-train IP feedback system, and another that corrects the

offset of individual bunches within a train, referred to as the intra-train IP feedback system.

Both systems infer the beam-beam offset by measuring the deflection at the IP. They differ

in latency.

The transfer function approach to model the impact of the beam trajectory feedback

system (described in Section 4.2.1) includes the impact of the train-to-train IP feedback

system. This section examines the effectiveness of the intra-train IP feedback system.

An intra-train IP feedback system aims to correct the beam-beam offset of individual

bunches. The time duration between bunches in a train, referred to as the bunch spacing,

is 0.5 ns. A bunch-to-bunch correction with this spacing is very challenging and requires

an extremely fast feedback system. An intra-train IP feedback system developed by the

Feedback on Nanosecond Timescales (FONT) group is a system that could partially provide

this [66, 67]. The latency of this system is 37 ns [66], therefore it does not correct bunch-to-

bunch variations but does provide some intra-train correction. A schematic diagram of the

FONT IP feedback system is shown in Figure 4.6.
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Figure 4.6: Schematic diagram of the FONT IP feedback system [66, 67], which is shown
in green. The colliding beams are shown in blue and red. QD0, SD0, QF1 and SF1 are
magnets in the FFS.

Control Loop

The beam-beam deflection is inferred from the BPM reading as [66]

y′bb =
yBPM

dBPM

, (4.14)

where yBPM is the beam offset measured by the BPM and dBPM is the distance from the IP

to BPM. It is assumed that the beam-beam deflection is much greater than any angle the

bunch may have at the IP. A linear fit is used to approximate the beam-beam deflection

curve in Figure 4.5:

y′bb = −18.04ybb. (4.15)

A processor uses Equations (4.14) and (4.15) to infer the beam-beam offset and transmits

a signal to a kicker upstream of the IP. A proportional feedback algorithm is implemented

in the processor. The resultant change in the beam-beam offset is given by

∆ybb = gy′bb, (4.16)

where g is the gain. Ensuring the correction signal is transmitted to the kicker as quickly as

possible is essential for an effective feedback system. The kicker is assumed to be perfect.
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An accurate BPM measurement is also essential. A Gaussian error with zero mean was

added to all recordings. The standard deviation of this error is known as the BPM resolution

and was assumed to be 1 µm, which is achievable with stripline BPMs [68]. The current

design of the FONT IP feedback system cannot resolve individual bunches with a spacing of

0.5 ns [68]. Therefore, the offset of 10 consecutive bunches was averaged in simulations.
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Figure 4.7: Mean luminosity loss vs gain.
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Figure 4.8: Luminosity vs time using the FONT IP feedback system. The blue shaded region
is the standard deviation. A gain of g = 0.8 was used.
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Luminosity Recovery

The beam-beam offset of 500 trains was simulated with GM model C using NTE, including

the beam trajectory feedback and quadrupole stabilisation system. All bunches within a

train are assumed to have the same offset.

The gain of the intra-train IP feedback can be optimised to provide the best correction.

Figure 4.7 shows the luminosity recovery as a function of gain. The optimum gain is ap-

proximately 0.8. The luminosity loss can be reduced significantly from 32% to 8% using the

intra-train IP feedback system. Figure 4.8 shows the mean luminosity recovery of each train.

The latency of the intra-train IP feedback system results in the flat regions in Figure 4.8.

The latency is approximately a quarter of the train length. A factor of four reduction in

luminosity loss is expected from a system that fully recovers luminosity after a quarter of

the train, which is effectively what occurs with the intra-train IP feedback system.



Chapter 5

Stray Magnetic Field Sensitivity and

Tolerances

This chapter examines the sensitivity of CLIC at ECM = 380 GeV to stray magnetic fields

(SFs), and defines tolerances to limit luminosity loss. Studies of CLIC at ECM = 3 TeV are

presented in [69, 70].

5.1 Stray Magnetic Fields

Accelerator environments contain SFs from a large number of sources. SFs can be classified

in terms of their source as:

• Natural : SFs from non-man-made objects, e.g. the Earth’s magnetic field.

• Environmental : SFs from man-made objects in the vicinity of CLIC, but not ele-

ments of CLIC, e.g. power lines or electrified train lines.

• Technical : SFs from elements of CLIC, e.g. power cables, magnets, RF systems, etc.

Each of these classifications is discussed further in Chapters 8-10 along with measurements.

66



5.1 Stray Magnetic Fields 67

This chapter evaluates the sensitivity of CLIC to SFs by assuming a particular temporal

and spatial variation, without assuming anything about the source.

5.1.1 Temporal and Spatial Variation

The impact of static SFs is minimised after tuning (see Section 3.5). Therefore, this work

focuses on dynamic SFs. A SF can be written as a standing wave,

B(s, t) = B(s) cos(2πft+ φ), (5.1)

where B(s) is the amplitude, s is the position, t is the time, f is the frequency and φ is a

random phase.

Temporal Variation

A train takes approximately 150 µs to travel from the DRs to the IP. The temporal variation

of the SF is assumed to be slow enough that it is effectively static to a train. The SF

frequency must be f � 6.7 kHz for this to be true.

To calculate the impact of a SF, its influence over a number of trains should be averaged.

The time average (i.e. mean) of the SF is given by

〈B(s, t)〉 = 0. (5.2)

The time average of the SF squared is given by

〈
B2(s, t)

〉
=

1

2
B2(s). (5.3)

The standard deviation of the SF is given by

σB(s) =

√
〈B2(s, t)〉 − 〈B(s, t)〉2 =

1√
2
B(s). (5.4)
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The quantity
√
〈B2(s, t)〉 is commonly known as the RMS amplitude, which in this case is

equivalent to the standard deviation because the mean is zero.

Spatial Variation

The spatial variation of the SF is contained in the amplitude B(s). A SF can be particularly

detrimental if its kicks are coherent with the betatron motion of the beam. Three different

spatial distributions will be considered: point-like, sinusoidal and homogeneous - discussed

further in Section 5.2.

5.1.2 Impact on Luminosity

A SF kicks a beam, which can develop into an offset. This offset can either impact luminosity

directly via a beam-beam offset at the IP or lead to emittance growth through filamentation.

In a linear collider, the vertical beam size is much smaller than the horizontal beam size.

As a result, the beam is more sensitive to imperfections in the vertical plane. A SF oriented

in the horizontal plane, which kicks the beam in the vertical direction is considered in the

following.

Stray Magnetic Field Kicks

The motion of a relativistic electron in a SF can be described by equating the magnetic force

FB(s) = ecB(s), (5.5)

where e is the electric charge of an electron and c is the speed of light, to the centripetal

force

FC(s) =
γ(s)mc2

ρ
=
E(s)

ρ
, (5.6)
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where γ(s) is the Lorentz factor, m is the electron rest mass, E(s) = mγ(s) is the energy of

the particle and ρ is the bending radius,

FB(s) = FC(s) =⇒ ecB(s) =
E(s)

ρ
. (5.7)

The bending radius can be written in terms of the SF kick as

ρ =
ds

dθ
, (5.8)

where ds is the distance travelled and dθ is the kick. Substituting Equation (5.8) into

Equation (5.7) and rearranging for the kick gives

dθ =
ecB(s)

E(s)
ds. (5.9)

The integrated kick from the SF is

δ =

∫ θ2

θ1

dθ =

∫ s2

s1

ecB(s)

E(s)
ds. (5.10)

Equation (5.10) ignores the betatron motion of the beam. Over length scales comparable

to the betatron wavelength, SF kicks can compensate the angle induced by previous kicks.

This is the betatron motion can lead to an integrated kick of zero even in the presence of a

SF. Equation (5.10) is only valid for calculating the integrated kick over distances that are

short compared to the betatron wavelength.

To represent the SF in tracking simulations a grid of zero length dipole elements was

inserted into the lattice to kick the beam. The spacing of the dipoles must be short compared

to the betatron wavelength and spatial variation of the SF. A dipole spacing of 1 m was

chosen. The strength of each dipole was set to apply the integrated kick from the SF over

the space between dipoles.

Assuming the SF and energy are constant over the dipole spacing, Equation (5.10) can
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be written in practical units as

δ [µrad] =
c [m/s] ·B [nT] · L [m]

E [GeV]
× 10−12, (5.11)

where L is the dipole spacing.

Linearity and Scaling

Linear sections of CLIC are those which contain linear magnets (dipoles and quadrupoles).

Non-linear sections contain higher-order magnets (e.g. sextupoles).

The motion of a single particle can be used to approximate the motion of the centroid of

a beam. Considering a particle that is kicked vertically at location s1, the offset and angle

of the particle at s2 is given by [71]

y(s2) =
√
βy(s1)βy(s2)

√
E(s1)

E(s2)
sin(φy(s1)− φy(s2))δ, (5.12)

and

y′(s2) =
√
βy(s1)βy(s2)

√
E(s1)

E(s2)
(cos(φy(s2)− φy(s1))−αy(s2) sin(φy(s2)− φy(s1)))δ, (5.13)

where αy(s) and βy(s) are Twiss parameters (vertical alpha and beta function respectively),

φy(s) is the vertical betatron phase and δ is the kick at s1. Equations (5.12) and (5.13) are

valid in linear sections.

Combining Equations (5.11) and (5.12), it is clear the resultant beam offset due to a SF

kick scales as

y ∝
√
βy
E
BL sin(∆φy), (5.14)

where βy and E are the beta function and energy at the kick location and ∆φy is the betatron

phase advance from the kick location to the location of the offset.

Luminosity loss can occur via a beam-beam offset or emittance growth. Ignoring beam-
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beam effects, the luminosity of two beams colliding with a beam-beam offset is given by

Equation (2.18). The Taylor expansion of Equation (2.18) is

LBBO(ybb) ≈ LG

[
1− y2

bb

4σ∗y
2

]
≈ LG −∆L(ybb), (5.15)

where LG is the geometric luminosity and ∆L(ybb) = y2
bb/(4σ

∗
y

2). The luminosity loss is

proportional to the beam-beam offset squared and scales as

∆L(ybb) ∝ y2
bb ∝

βy
E
B2L2 sin2(∆φIP), (5.16)

where ∆φIP is the betatron phase advance from the kick location to the IP.

The luminosity of a collision between two beams with vertical emittance εy+∆εy is given

by

LEG(∆εy) =
N2frepnb

4πσ∗x

√
β∗y(εy + ∆εy)

=
N2frepnb
4πσ∗xσ

∗
y

1√
1 + ∆εy

εy

= LG
1√

1 + ∆εy
εy

. (5.17)

The Taylor expansion of Equation (5.17) is

LEG(∆εy) ≈ LG

[
1− 1

2

∆εy
εy

]
≈ LG −∆LEG(∆εy), (5.18)

where ∆L(∆εy) = ∆εy/(2εy). The luminosity loss is therefore proportional to the emittance

growth. The emittance growth scales with the beam offset (Equation (5.12)) and angle

(Equation (5.13)) squared,

∆εy ∝
βy
E
B2L2. (5.19)

The beam must perform many betatron oscillations for emittance growth via filamentation to

occur. Provided enough betatron oscillations occur, the emittance growth does not depend

on the betatron phase advance ∆φy and the luminosity loss due to emittance growth scales

as

∆LEG(∆εy) ∝ ∆εy ∝
βy
E
B2L2. (5.20)
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Equations (5.16) and (5.20) show the luminosity loss is proportional to the beta function

at the kick location, therefore kicks at locations with a large beta function will have a bigger

impact. The luminosity loss is inversely proportional to the beam energy, therefore the SF

will have a smaller impact if the beam energy is high. The phase difference from the kick

location to the IP is also important when the SF leads to a beam-beam offset.

The above scalings are only valid in a linear regime. The RTML and BDS contain

non-linear magnets. Despite these magnets, the response of the accelerator as a whole is

approximately linear. Simulations show the accelerator behaves linearly for luminosity losses

up to 20% [63]. In a linear regime, the luminosity loss from multiple kicks can be summed.

Sensitivity

In a linear regime, the luminosity loss due to a SF is given by

∆L(t) = B2(s, t)G2, (5.21)

where G is the sensitivity. The average luminosity loss is given by

〈∆L(t)〉 =
〈
B2(s, t)

〉
G2 = σ2

B(s)G2. (5.22)

Using Equation (5.4) this can be written as

〈∆L(t)〉 =
1

2
B2(s)G2 =

1

2
∆LS (5.23)

where

∆LS = B2(s)G2 (5.24)

is the luminosity loss due to a static SF with a spatial variation described by B(s). Equa-

tion (5.23) shows that the luminosity loss is halved by averaging the temporal variation.

To calculate the sensitivity a full tracking simulation including a static SF is performed.
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This simulation gives the luminosity loss ∆LS for a given amplitude B(s). These quantities

are used to calculate the sensitivity as

G =

√
∆LS
B2(s)

. (5.25)

A SF amplitude is chosen to ensure a luminosity loss of 10-15%. This ensures the luminosity

loss is above the simulation noise, but still within the region where Equation (5.24) is valid.

Tolerance

A tolerance is defined as the standard deviation σB(s) that corresponds to a particular

amount of luminosity loss. A time-averaged luminosity loss budget of 2% is allocated for

SFs, this is

〈∆L(t)〉2% = 3× 1032 cm−2s−1. (5.26)

Once the sensitivity G has been found, the tolerance can be calculated as

σB,tol(s) =

√
〈∆L(t)〉2%

G2
. (5.27)

Magnetic Shielding

Equations (5.16) and (5.20) show the luminosity loss due to a SF kick depends only on the

beam parameters (beta function, betatron phase and energy) at the location of the kick.

This enables the possibility of identifying sensitive regions, which are susceptible to SF kicks

and targeting these sections to mitigate SFs.

Shielding the beam from SFs is a mitigation technique discussed in Chapter 7. Sensitiv-

ities and tolerances will be calculated including a perfect shield applied to specific sections.

There are no SFs in regions that are perfectly shielded. Such calculations represent a limiting

case, which is the maximum impact a magnetic shield could have.
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5.2 Spatial Profiles

5.2.1 Point-Like SFs

Here, the SF kick is applied at a single location. The SF amplitude in Equation (5.25) is

given by

B(s) =


B0δ(s− s0) for s = s0,

0 for s 6= s0,

(5.28)

where δ(s − s0) is a Dirac delta function, s0 is the location of the kick and B0 is the value

of the SF at the kick location.

Ring to Main Linac

The sensitivity for a point-like SF and the vertical beta function along the RTML are shown

in Figure 5.1. Emittance growth is the dominant mechanism for luminosity loss from a SF

in the RTML. This is because a beam offset at the end of the RTML does not reach the

IP. This means the betatron phase at the kick location is not important in determining the

sensitivity. The beam energy is constant for most of the RTML, which means the sensitivity
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Figure 5.1: Sensitivity for a point-like SF in the RTML (LH scale, blue) and vertical beta
function (RH scale, orange) vs kick location.
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is predominately determined by the beta function. The most sensitive regions are those with

a high beta function. In particular, the Vertical Transfer (VT) and Long Transfer Line

(LTL), which are described in Chapter 3, are sensitive regions.

Main Linac

The sensitivity for a point-like SF in the ML is shown in Figure 5.2. Similar to the RTML,

a beam offset at the end of the ML does not reach the IP. Therefore, emittance growth is

the dominant mechanism for luminosity loss and the betatron phase is not important in

determining the sensitivity. The sensitivity is determined by the beta function and energy.

The vertical beta function and energy along the ML are shown in Figure 5.3. The vertical

beta function increases with energy. As a result, the sensitivity to a point-like SF is relatively

constant across the ML. The fluctuations over short distances are due to the variation of the

beta function between focusing and defocusing quadrupoles.
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Figure 5.2: Sensitivity for a point-like SF in the ML vs kick location.

Beam Delivery System

The BDS for CLIC is described in [25, 42]. It contains a collimation section and the Final-

Focus System (FFS). The collimation section can be further divided into an Energy Collima-

tion Section (ECS), which removes off-energy particles, and a betatron collimation section,
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Figure 5.3: Vertical beta function (LH scale, blue) and energy (RH scale, orange) vs position
along the ML.

which removes particles with large transverse offsets.
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Figure 5.4: Sensitivity for a point-like SF in the BDS vs kick location.

The sensitivity for a point-like SF in the BDS is shown in Figure 5.4. The most sensitive

regions of the BDS are the ECS and FFS. The vertical beta function and betatron phase

along the BDS are shown in Figure 5.5. The dominant mechanism for producing luminosity

loss from a SF in the BDS is a beam-beam offset, which means the phase advance to the IP

is important. The energy in the BDS is constant. Therefore, the sensitivity for a point-like

SF in the BDS is determined by the beta function and phase advance from the kick location

to the IP.
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Figure 5.5: Vertical beta function (LH scale, blue) and vertical betatron phase (RH scale,
orange) vs position along the BDS.

5.2.2 Sinusoidal SFs

The amplitude of this type of SF has a sinusoidal dependence on position. This model is

useful for describing SFs as correlated waves. This was the approach used to develop the

wavelike model for fast GM in Chapter 4.

The origin of the spatial wave must be specified to simulate a sinusoidal SF. A natural

choice for the origin is the IP. This gives rise to two types of sinusoidal SFs: sine-like, which

are anti-symmetric about the IP, or cosine-like, which are symmetric about the IP. The SF

amplitude is calculated as

B(s) =


B0 sin

(
2π(s−sIP)

λ

)
for sine-like SFs,

B0 cos
(

2π(s−sIP)
λ

)
for cosine-like SFs,

(5.29)

where B0 is the peak amplitude, sIP is the location of the IP and λ is the SF wavelength.

Cosine-like SFs kick the electron and positron beams in the same direction, therefore

there is no beam-beam offset at the IP, which generally leads to smaller sensitivities and

larger tolerances. Sine-like SFs kick the electron and positron beams in opposite directions

and therefore induce a beam-beam offset at the IP, which leads to larger sensitivities and

smaller tolerances.
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Ring to Main Linac

Figure 5.6 shows the sensitivity for a sinusoidal SF in the RTML. Without any mitigation,

there is a large sensitivity for wavelengths of approximately 3 km, which is the wavelength of

betatron motion in the LTL. Because the direction of the SF is in resonance with the motion

of the beam the kicks add coherently.

There are two mitigation techniques available for the RTML. Sensitive regions, such as the

VT and LTL can be surrounded with a magnetic shield to prevent the SF from reaching the

beam. Alternatively, a feedforward beam trajectory correction can be applied in the Turn-

Around Loop (TAL), which corrects the beam offset and angle entering the ML. Figure 5.6

also shows the sensitivity including different mitigation techniques.
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Figure 5.6: Sensitivity for a sinusoidal SF in the RTML vs wavelength with: no mitigation
(blue); a perfect magnetic shield in the LTL (orange); a perfect magnetic shield in the
VT and LTL (green); a feedforward beam trajectory correction in the TAL and a perfect
magnetic shield in the LTL (red); a feedforward beam trajectory correction in the TAL and
a perfect magnetic shield in the VT and LTL (purple).

The tolerance for a sinusoidal SF in the RTML is shown in Figure 5.7. Without any

mitigation, the tolerance is quite tight, down to 0.2 nT. The tolerance can be increased to

approximately 10-100 nT, by shielding the VT and LTL. This is the most effective approach

to mitigate SFs. There is also an additional benefit from including a feedforward beam

trajectory correction in the TAL.
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Figure 5.7: Tolerance for a sinusoidal SF in the RTML vs wavelength with: no mitigation
(blue); a perfect magnetic shield in the LTL (orange); a perfect magnetic shield in the
VT and LTL (green); a feedforward beam trajectory correction in the TAL and a perfect
magnetic shield in the LTL (red); a feedforward beam trajectory correction in the TAL and
a perfect magnetic shield in the VT and LTL (purple).

Main Linac

The sensitivity for sinusoidal SFs in the ML is shown in Figure 5.8 and the tolerance is shown

in Figure 5.9. The sharp peaks in sensitivity at short wavelengths correspond to resonances

with the betatron motion in the ML. The tolerances in the ML are approximately 0.1-1 µT.

These tolerances are large compared to the RTML and BDS (discussed in the next section).

The ML also benefits from a large number of cavities, which are formed from copper

walls of approximately 2 cm thickness that shield the beam from SFs. The ML is therefore

the least sensitive section with respect to SFs.
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Figure 5.8: Sensitivity for a sinusoidal SF in the ML vs wavelength.
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Figure 5.9: Tolerance for a sinusoidal SF in the ML vs wavelength.

Beam Delivery System

The sensitivity with different mitigation techniques for sinusoidal SFs in the BDS is shown

in Figure 5.10 and the tolerance with different mitigation techniques is shown in Figure 5.11.

Peaks in the sensitivity arise for wavelengths in which the SF amplitude is at a maximum

in the ECS or FFS. The sensitivity at 2 km arises because the SF has a large amplitude in

the ECS. The tolerance is approximately 0.2 nT at a SF wavelength of 2 km. The tolerances

are tighter for sine-like SFs compared to cosine-like SFs as expected.

Shielding both the ECS and FFS is the most effective mitigation for SFs in the BDS.
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The tolerance is increased by roughly two orders of magnitude by shielding both systems.
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Figure 5.10: Sensitivity for a sinusoidal SF in the BDS vs wavelength with: no mitigation
(blue); a perfect magnetic shield in the FFS (orange); a perfect magnetic shield in the ECS
(green); a perfect magnetic shield in the ECS and FFS (red).
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Figure 5.11: Tolerance for a sinusoidal SF in the BDS vs wavelength with: no mitigation
(blue); a perfect magnetic shield in the FFS (orange); a perfect magnetic shield in the ECS
(green); a perfect magnetic shield in the ECS and FFS (red).

Ring to Main Linac, Main Linac and Beam Delivery System

The sensitivity with different mitigation techniques for sinusoidal SFs in the all three sections

(RTML, ML and BDS) is shown in Figure 5.12 and the tolerance with different mitigation

techniques is shown in Figure 5.13.
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Without any mitigation there are tolerances down to 0.2 nT for specific wavelengths. The

minimum tolerance can be increased to approximately 10 nT by shielding sensitive regions in

the RTML and BDS. There is also an additional benefit from including a TAL feedforward

beam trajectory correction.
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Figure 5.12: Sensitivity for a sinusoidal SF in the RTML, ML and BDS vs wavelength with:
no mitigation (blue); a perfect magnetic shield in the VT, LTL, ECS and FFS (orange); a
feedforward beam trajectory correction in the TAL and a perfect magnetic shield in the VT,
LTL, ECS and FFS (green).
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Figure 5.13: Tolerance for a sinusoidal SF in the RTML, ML and BDS vs wavelength with:
no mitigation (blue); a perfect magnetic shield in the VT, LTL, ECS and FFS (orange); a
feedforward beam trajectory correction in the TAL and a perfect magnetic shield in the VT,
LTL, ECS and FFS (green).
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5.2.3 Homogeneous SFs

This type of SF has a constant value across the entire region,

B(s) = B0. (5.30)

A homogeneous SF can be thought of as the infinitely long wavelength limit of cosine-like

SFs.

The sensitivity and tolerances for a homogeneous SF in different sections and with dif-

ferent mitigation techniques are shown in Table 5.1. They show good agreement with the

tolerances for long wavelength cosine-like SFs in Figures 5.7, 5.9, 5.11 and 5.13.

Section with SF Mitigation Sensitivity, Tolerance,

G [cm-1s−
1
2 nT-1] σB,tol [nT]

RTML

No mitigation 3.0× 1015 5.9
Perfect shield (LTL) 2.1× 1015 8.3
Perfect shield (VT+LTL) 1.2× 1015 15
Feedforward (TAL)

7.9× 1014 22
+ Perfect shield (LTL)
Feedforward (TAL)

7.1× 1014 24
+ Perfect shield (VT+LTL)

ML

No mitigation 3.8× 1013 452

BDS

No mitigation 2.4× 1016 0.7
Perfect shield (FFS) 1.7× 1016 1.0
Perfect shield (ECS) 6.2× 1015 2.8
Perfect shield (ECS+FFS) 3.9× 1014 45

RTML, ML and BDS

No mitigation 2.5× 1016 0.7
Perfect shield

1.1× 1015 16
(VT+LTL+ECS+FFS)
Feedforward (TAL)

8.5× 1014 20+ Perfect shield
(VT+LTL+ECS+FFS)

Table 5.1: Sensitivity and tolerances for homogeneous SFs.
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The sensitivity for a homogeneous SF can be calculated by integrating the point-like

SF sensitivity function. However, in the RTML the beam direction changes several times.

As a result, the direction of the kick from the SF changes and kicks orientated in opposite

directions cancel. This results in a lower sensitivity than that found by integrating the point-

like SF sensitivity function. For the ML and BDS, there is a good agreement between the

sensitivity calculated from homogeneous SF simulations and integration of the point-like SF

sensitivity function.

The tolerance for a homogeneous SF across the entire accelerator is 0.7 nT without miti-

gation. The luminosity loss is dominated by the SF in the BDS. Shielding the most sensitive

regions of the RTML and BDS, the tolerance is increased to 16 nT and including a feedfor-

ward beam trajectory correction in the TAL raises the tolerance to 20 nT.

5.3 Summary

CLIC has an unprecedented sensitivity to SFs. The minimum tolerances for sinusoidal

SFs and tolerances for homogeneous SFs across the entire accelerator are summarised in

Table 5.2.

Without mitigation, there is a minimum tolerance on the order of 0.1 nT. The tolerance

can be improved by two orders of magnitude by shielding sensitive regions.

Mitigation Sinusoidal Homogeneous

σB,tol [nT] λ [m] σB,tol [nT]

No mitigation 0.2 3,000 0.7
Perfect shield

5 70 16
(VT+LTL+ECS+FFS)
Feedforward (TAL)

10 70 20+ Perfect shield
(VT+LTL+ECS+FFS)

Table 5.2: Summary of SF tolerances.



Chapter 6

Magnetic Field Sensors

Measurements are essential to understand the characteristics of SFs and to develop a model.

This chapter describes the magnetic field sensors used in this work.

6.1 Measurements

6.1.1 Magnetometers

A magnetic field sensor is known as a magnetometer. The output of a magnetometer is a

time series voltage V (t). The conversion to a magnetic field is performed in the frequency

domain as

B(f) =
V (f)

S(f)
, (6.1)

where V (f) is the Fourier transform of V (t) and S(f) is the sensitivity (or transfer function)

of the magnetometer, which is a complex-valued function.

Sensitivity

The absolute value of the sensitivity is known as the amplitude response of a magnetometer.

Figure 6.1 shows a typical amplitude response, which resembles a low-pass filter [72]. The

85
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value of the flat part (SF in Figure 6.1) is known as the scale factor. The frequency range

in which the amplitude response is above SF/
√

2 is known as the frequency bandwidth and

the frequency at which the amplitude response is equal to SF/
√

2 is known as the cutoff

frequency (fc in Figure 6.1).

fc

Frequency, f

SF√
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Figure 6.1: Typical amplitude response of a magnetometer.

Noise

A magnetometer would output a voltage even in the absence of a magnetic field. The static

part of this voltage (DC component) is known as the offset of the magnetometer and the

dynamic part (AC component) is known as the noise of the magnetometer. The noise of a

magnetometer is often described in the frequency domain and decreases with frequency as

1/f .

Data Acquisition

A magnetometer outputs an analogue signal, which is digitised with a data acquisition system

(DAQ). The DAQ also has a noise. The sensitivity of the magnetometer together with the

noise of the magnetometer and DAQ determines the smallest magnetic field amplitude that

can be measured.
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6.1.2 Magnetic Field Calculations

Time Series

Usually, the DC component or low frequency variations of a magnetic field are studied in

the time domain. The magnetic field can be approximated as

B(t) ≈ V (t)

SF
. (6.2)

Power Spectral Densities

It is common to describe a magnetic field in the frequency domain with a power spectral den-

sity (PSD). In this work, the PSD of the output voltage is calculated using Welch’s method

with a time windowed signal (described in Appendix A). This voltage PSD is converted into

a magnetic field PSD using the sensitivity,

PB(f) =
PV (f)

|S(f)|2 (6.3)

where PV (f) is the voltage PSD.

All PSDs in this work were calculated by averaging two seconds of measurement data.

This was found to be a good compromise between measurement time and the achieved

frequency resolution of the PSD. A two-second measurement corresponds to a frequency bin

width of 0.5 Hz. In plots of PSDs in this work, the thickness of the line represents the error

in the measurement.

Variance and Standard Deviation

The variance of the magnetic field can be calculated by integrating the PSD,

σ2
B =

∫ ∞
0

PB(f) df. (6.4)
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PB(f) is defined for positive frequencies only and is normalised such that its integral over

positive frequencies gives the variance. The standard deviation is given by

σB =

√∫ ∞
0

PB(f) df. (6.5)

In this work, the standard deviation will be plotted as a function of frequency range:

σB(f0) =

√∫ ∞
f0

PB(f) df. (6.6)

This helps to examine the contribution of particular frequencies to the standard deviation.

6.1.3 Requirements

The magnetometer used to survey SFs for CLIC must satisfy the following requirements:

1. The noise of the magnetometer must be small enough to accurately measure 0.1 nT

amplitudes.

2. The frequency bandwidth of the magnetometer must be at least a few kHz.

3. The magnetometer must be able to measure both the direction and magnitude of the

magnetic field.

Different types of magnetometers are described in [73]. These differ in the mechanism

used to measure the magnetic field. Finding a magnetometer that satisfies the above re-

quirements, particularly the first requirement, is challenging. A magnetometer that meets

the above requirements is a fluxgate [74] produced by Bartington Instruments, UK [75],

called the Mag-13. In this work, a collection of four Mag-13 sensors was used. Dedicated

measurements to characterise these sensors are described below.
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6.2 Mag-13

A diagram of a Mag-13 sensor is shown in Figure 6.2. The details of this sensor are described

in the brochure [76] and operation manual [77]. The advertised specifications of this sensor

are summarised in Table 6.1. The Mag-13 measures the magnetic field along three orthogonal

axes: x, y and z.

Figure 6.2: Side and front view of a Mag-13 sensor [78].

Parameter Value

Number of axes 3
Dimensions 20.3× 3.2× 3.2 cm
Weight 227 g

Output voltage range ±10 V
Magnetic field range ±100 µT
Frequency bandwidth 0− 3 kHz
Flat sensitivity range 0− 1 kHz
Scale factor 100 mV/µT

Noise at 1 Hz < 7.1 pT/
√

Hz

Scale factor error 0.5 mV/µT
Orthogonality error < ±0.1◦

Linearity error 0.0015%
Hysteresis error < 2 nT
Zero field offset error ±5 nT

Operable temperature range -40− 70 ◦C

Table 6.1: Advertised Mag-13 specifications [76].

The full measurement setup is illustrated in Figure 6.3. All devices are powered using

batteries to ensure currents from the mains do not contaminate the measurement. The setup

is highly portable, which is necessary for surveying SFs across the CERN site. Each device

in Figure 6.3 is described below.
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Figure 6.3: Full measurement setup for surveying SFs.

Power Supply Units

A Mag-13 sensor requires a power supply unit (PSU), which is also provided by Bartington

Instruments, UK1. Each sensor requires its own PSU. A cable connects the PSU to the

Mag-13. This cable must be sufficiently long (over a few metres) to ensure the sensor can

be placed far from the PSU and DAQ. This is to prevent the sensor from picking up noise

from the auxiliary equipment. The PSU serves two purposes: to power the Mag-13 and to

return the output voltage of the sensor. Short cables (less than 20 cm) are used to connect

the PSU to the DAQ to prevent noise being picked up by the cables.

The PSU has two modes of operation: AC mode and DC mode. In AC mode a high-pass

filter in the PSU removes frequencies below 0.1 Hz. In DC mode the output voltage of the

sensor is unaltered.

Data Acquisition Systems

The DAQs used were produced by National Instruments (NI) [80]. Each sensor had its own

DAQ module. The modules were placed in a NI chassis (NI cDAQ-9174 [81]), which can

hold up to four modules. Data was recorded using a laptop (DELL Latitude 7480 [82]) with

a NI LabVIEW VI [83].

1This item is called power supply unit 1 (PSU1) in the catalogue [79].
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The resolution of a DAQ is normally given in terms of a number of bits Nbits, which

together with the output voltage range determines the precision,

∆V =
Vmax − Vmin

2Nbits
, (6.7)

where Vmin and Vmax is the minimum and maximum output voltage respectively.

The DC component of the sensor’s output voltage is often orders of magnitude larger

than the AC component. Recording the DC component requires a DAQ that covers the full

range of the output voltage. However, in AC mode the DC component is removed and the

output voltage only contains the AC component, which is much smaller. This means a DAQ

with a smaller voltage range can be used. As a result, a better precision can be achieved

with the same number of bits.

In AC mode a 24-bit DAQ with a voltage range of ±0.5 V (NI 9238 DAQ [84]) was used

and in DC mode a 24-bit DAQ with a voltage range of ±10 V (NI 9239 DAQ [85]) was used.
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6.2.1 Sensitivity

With a controlled excitation each sensor can be calibrated. A set of Helmholtz coils [73] was

used to provide a magnetic field excitation at a precise frequency and amplitude. Figure 6.4

shows the measured sensitivity of each sensor.

Table 6.2 summarises the measured scale factor and cutoff frequency of each sensor. The

measured scale factor is in agreement with the advertised value of (100.0±0.5) mV/µT. The

advertised cutoff frequency for the sensors is 3 kHz. Most sensors comfortably satisfy this

specification apart from the y-axis of sensor 3 and z-axis of sensor 4.

Axis Scale Factor, SF [mV/µT] Cutoff Frequency, fc [Hz]

Sensor 1

x 102± 2 3, 857.4± 0.5
y 103± 2 3, 940.6± 0.5
z 102± 2 3, 894.5± 0.5

Sensor 2

x 103± 2 3, 873.6± 0.5
y 103± 2 3, 759.7± 0.5
z 102± 2 3, 806.5± 0.5

Sensor 3

x 103± 2 3, 854.7± 0.5
y 103± 2 2, 934.1± 0.5
z 103± 2 3, 085.8± 0.5

Sensor 4

x 103± 2 3, 817.4± 0.5
y 103± 2 3, 839.7± 0.5
z 103± 2 2, 787.7± 0.5

Table 6.2: Measured scales factor and cutoff frequency of each Mag-13 sensor.
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(a) Sensor 1.
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(b) Sensor 2.
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(c) Sensor 3.
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(d) Sensor 4.

Figure 6.4: Amplitude and phase response vs frequency, i.e. sensitivity function, of each
Mag-13 sensor.
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6.2.2 Linearity

Equation (6.1) describes a linear relationship between the output voltage of a magnetometer

and the magnetic field. A precise magnetic field amplitude was excited using the Helmholtz

coils and the sensor output voltage was recorded. The amplitude of the excitation was varied

to examine the linearity of the sensor. This was done for a few different frequencies.

As an example, Figure 6.5a shows the output voltage of the x-axis of sensor 1 for different

excitation amplitudes. At high frequencies, it becomes difficult to drive a current in the

Helmholtz coils. This is due to the impedance of the coils. As a result, the maximum

excitation amplitude is smaller at high frequencies. The output voltage of the sensor is also

smaller at high frequencies. This is due to the reduced sensitivity of the sensor.

A straight line was fitted to each amplitude scan. The difference between the measure-

ment and the straight-line fit (residual) is shown in Figure 6.5b.
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Figure 6.5: Sensor voltage and residual vs excitation of the x-axis for sensor 1 with different
excitation frequencies. Error bars too small to be seen.
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The linearity error is calculated as

Linearity Error =

√√√√ 1

N − 2

N∑
i=1

[Vmeas(Bi)− Vfit(Bi)]
2 (6.8)

where Vmeas is the measured sensor output voltage, Vfit is the fit, Bi is the magnetic field

excitation and N is the number of data points. The linearity error is usually expressed as

a percentage of the full output range of the sensor. The intercept of the straight line fit

corresponds to the noise of the magnetometer at the excitation frequency.

Table 6.3 summaries the linearity error and intercept of each axis of each sensor measured

with a 31 Hz excitation. The linearity error and intercept measured at other frequencies are

similar. The advertised linearity error is 0.0015%, which is similar to the measured value.

Axis Linearity Error [%] Intercept [mV]

Sensor 1

x 0.0016 0.0± 0.3
y 0.0016 0.0± 0.2
z 0.0016 0.0± 0.2

Sensor 2

x 0.0016 0.0± 0.3
y 0.0016 0.0± 0.3
z 0.0015 0.0± 0.2

Sensor 3

x 0.0016 0.0± 0.3
y 0.0016 0.0± 0.3
z 0.0016 0.0± 0.3

Sensor 4

x 0.0016 0.0± 0.3
y 0.0016 0.0± 0.3
z 0.0016 0.0± 0.3

Table 6.3: Linearity error and intercept of each Mag-13 sensor.
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6.2.3 Noise

Figure 6.6 shows the noise of each sensor. Measurements were taken at a geomagnetic

observatory in Tihany, Hungary. The location was magnetically quiet, far from man-made

magnetic field sources. The main background at this observatory is the Earth’s magnetic

field, which is a DC magnetic field with low-frequency variations.

To remove this background, a set of three nested magnetic shields formed from mu-metal

was used - this material is discussed further in Chapter 7. Each cylinder had a thickness of

1 mm and diameters of 30.5, 33.5 and 36.5 cm. The height of each cylinder was 1 m. The

sensor was placed at the centre of the magnetic shield.

The PSDs in Figure 6.6 decrease with frequency. Above the cutoff frequency, the low

sensitivity of the sensors begins to amplify the noise. The noise at 1 Hz for each axis of each

sensor is summarised in Table 6.4. The measured noise is similar to the advertised value of

7 pT/
√

Hz.

Axis Noise at 1 Hz [pT/
√

Hz]

Sensor 1

x 8± 2
y 10± 3
z 9± 3

Sensor 2

x 12± 3
y 12± 3
z 10± 3

Sensor 3

x 13± 3
y 12± 3
z 13± 6

Sensor 4

x 13± 3
y 12± 3
z 13± 5

Table 6.4: Noise of each Mag-13 sensor at 1 Hz.
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(a) Sensor 1.

(b) Sensor 2.

(c) Sensor 3.

(d) Sensor 4.

Figure 6.6: The PSD and standard deviation of the magnetic field vs frequency measured
by each Mag-13 sensor in a magnetically shielded environment. These curves are the noise
of each sensor.



Chapter 7

Passive Shielding

The main strategy proposed to mitigate SFs is passive shielding. A magnetic shield is used

to prevent SFs from reaching the beam. The strategy is said to be ‘passive’ because it is not

an active system, which tries to dynamically compensate the magnetic field.

This chapter describes the theory of magnetic shielding and experimentally validates a

model. A mitigation strategy using mu-metal for passive shielding is proposed for CLIC.

7.1 Magnetic Shielding Theory

This section describes the factors that affect magnetic shielding and outlines a methodology

for calculating the shielding factor.

7.1.1 Magnetic Materials

Absolute and Relative Permeability

The response of a material to a magnetic field is characterised by a BH curve expressed as

B(H) = µH, (7.1)

98
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where B(H) is the magnetic induction (or magnetic flux density) in the material, H is

an applied magnetic field strength and µ is the permeability (or absolute permeability) of

the material. For free space, the permeability is denoted by µ0 = 4π × 10−7 H/m. The

permeability of a material is often written as

µ = µrµ0, (7.2)

where µr is a dimensionless constant known as the relative permeability.

A material can be classified in terms of its BH curve and permeability. A material with a

linear BH curve, i.e. constant permeability, is either paramagnetic if µr < 1 or diamagnetic

if µr > 1. A material with µr = 1 is non-magnetic.

Ferromagnetic materials have µr � 1 and their permeability is a function of applied

magnetic field strength. This property is known as hysteresis. The BH curve and relative

permeability of iron are shown in Figure 7.1.
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Figure 7.1: Magnetic induction (LH scale, blue) and relative permeability of iron (RH scale,
orange) vs magnetic field strength [74]. This BH curve is known as an initial magnetisation
curve and is measured starting from a demagnetised sample.
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Hysteresis Loops

A hysteresis loop is the BH curve for a ferromagnetic material found by cycling through a

range of magnetic field strengths. Figure 7.2 shows different types of hysteresis loops. To

measure a major loop the magnetic field strength is increased until the material becomes

saturated, which is when the magnetic induction no longer increases with the magnetic field

strength. A minor loop occurs when the magnetic field strength performs a small oscillation

around a central value.

Br

Hc
H

B(H )

H0

B0

Bs

Figure 7.2: Illustration of different hysteresis loops. Magnetic induction (B) vs magnetic
field strength (H). The orange curve is the initial magnetisation curve, the blue curve is a
major loop and the green curve is a minor loop. The red curve shows the hysteresis loop in
the Rayleigh region. Hc is known as the coercive field and Br is known as the remnant field.
Bs is the magnetic induction at saturation.

The Rayleigh Region

For magnetic field strengths that are much smaller than the coercive field (Hc in Figure 7.2)

the material is said to be in the Rayleigh region. The shape of the hysteresis loop in this

region is shown in Figure 7.2. In the Rayleigh region, the amplitude of the magnetic induction

is [74]

B0(H0) = µiH0 + νH2
0 , (7.3)
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where µi is known as the initial permeability and ν is Rayleigh’s constant. The hysteresis

loop in the Rayleigh region for different magnetic field strengths is illustrated in Figure 7.3.

H

B(H )

H0

B0

Figure 7.3: Illustration of hysteresis loops in the Rayleigh region with different magnetic
field amplitudes. The blue curve is given by Equation (7.3).

The permeability of the material is given by

µ(H0) =
B0(H0)

H0

= µi + νH0. (7.4)

This is the appropriate permeability to use for a ferromagnetic material when it is exposed

to a small-amplitude time-varying magnetic field.

If the magnetic field is oscillating around a static offset, a minor hysteresis loop is mapped

out. Provided the material is not close to saturation, the permeability of the material is the

same as if it were in the Rayleigh region [86].

7.1.2 Shielding Mechanisms

Magnetic shielding is described in [86, 87]. Figure 7.4 shows two different mechanisms for

magnetic shielding:

(a) Flux shunting : magnetic flux is diverted through the shield, away from the shielded

region.

(b) Eddy-current cancellation : eddy currents are induced by time-varying external
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magnetic fields. These eddy currents generate a magnetic field that opposes the exter-

nal magnetic field, which reduces the net magnetic field in the shielded region.

that do not completely separate source and shielded regions. For closed topologies,
the only mechanism by which magnetic fields appear in the shielded region is
penetration through the shield, while for open topologies, leakage may also occur.
Magnetic fields may leak through seams, holes, or around the edges of the shield as
well as penetrate through it. The extent of the shield is an important factor when
considering open shields: the more the shield is extended, the better the shielding.
However, if penetration exceeds leakage, an increase in the extent of the shield may
bring little improvement in the SE. The extent of the shield plays an important role
also for closed geometries, as it will be seen later. Besides, the shield thickness is
another key factor; if penetration is the dominant mechanism, a thicker shield results
in improved shielding.

The material parameters of the shield cause two different physical mechanisms in
the shielding of low-frequency magnetic fields: the flux shunting and the eddy-
current cancellation. The flux-shunting mechanism is determined by two conditions
that govern the behavior of the magnetic field and the magnetic induction at the
surface of the shield: Ampere’s and Gauss’s laws require the tangential component
of the magnetic field and the normal component of the magnetic induction to be
continuous across material discontinuities. Hence, in order to simultaneously satisfy
both conditions, the magnetic field and the magnetic induction can abruptly change
direction when crossing the interface between two different media. At the interface
between air and a ferromagnetic shield material having a large relative permeability,
the field and the induction on the air side of the interface are pulled toward the
ferromagnetic material nearly perpendicular to the surface, whereas on the
ferromagnetic side of the interface, they are led along the shield nearly tangential
to the surface. The resulting overall effect of the shielding structure is that the
magnetic induction produced by a source is diverted into the shield, then shunted
within the material in a direction nearly parallel to its surface, and finally released
back into the air. In Figure B.2 a, the typical behavior of a cylindrical shield placed in
an external uniform magnetic field is reported.

The field map refers to a structure with internal radius a ¼ 0:1 m, thickness
D ¼ 1:5 cm, and mr ¼ 50 at dc (f ¼ 0 Hz). The SE is determined by the material
permeability and the geometry of the shield. The shield in fact gathers the flux over a

(a) (b)

FIGURE B.2 Magnetic-field distribution for cylindrical shields subjected to a uniform
impressed field: (a) ferromagnetic shield; (b ) highly conductive shield.

284 MAGNETIC SHIELDING

(a) Flux shunting.
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surface of the shield: Ampere’s and Gauss’s laws require the tangential component
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the field and the induction on the air side of the interface are pulled toward the
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magnetic induction produced by a source is diverted into the shield, then shunted
within the material in a direction nearly parallel to its surface, and finally released
back into the air. In Figure B.2 a, the typical behavior of a cylindrical shield placed in
an external uniform magnetic field is reported.

The field map refers to a structure with internal radius a ¼ 0:1 m, thickness
D ¼ 1:5 cm, and mr ¼ 50 at dc (f ¼ 0 Hz). The SE is determined by the material
permeability and the geometry of the shield. The shield in fact gathers the flux over a
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FIGURE B.2 Magnetic-field distribution for cylindrical shields subjected to a uniform
impressed field: (a) ferromagnetic shield; (b ) highly conductive shield.
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(b) Eddy-current cancellation.

Figure 7.4: Cylindrical shields subject to a uniform magnetic field [87].

Both shielding mechanisms are important. A material can shield magnetic fields with

both mechanisms simultaneously, but one mechanism is usually dominant. Static or low-

frequency magnetic fields are usually shielded with the flux-shunting mechanism using a

material with µr � 1. Whereas, high-frequency magnetic fields can be shielded with the

eddy-current cancellation mechanism using a material with a high electrical conductivity.

7.1.3 Shielding Factor and Transfer Function

Considering a magnetic shield exposed to an external magnetic field He(t) = He,0e
j2πft, the

internal magnetic field is Hi(t) = Hi,0e
j(2πft+φ), where φ is a phase shift. The shielding factor

is defined as

SHF =
He,0

Hi,0ejφ
, (7.5)

and the transfer function is given by

T =
1

SHF
=
Hi,0e

jφ

He,0

. (7.6)

The transfer function depends on the frequency, amplitude and polarisation of the external

magnetic field. It also depends on the geometry and material properties of the shield.
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For simple shield geometries, it is possible to calculate the shielding factor by solving

Maxwell’s equations directly, analytical calculations can be found in [88, 89, 90, 91]. For

more complex geometries numerical methods can be used to solve Maxwell’s equations using

the finite element method. Several commercial codes are available for this, e.g. COMSOL

Multiphysics [92].

Cylindrical Shield in a Transverse Magnetic Field

Of interest to this work are cylindrical magnetic shields formed from multiple layers of

different materials. This section outlines the methodology presented in [91] for calculating

the shielding factor of multilayered cylindrical shields with transverse time-varying external

magnetic fields. This model is valid for shields that are much smaller than the wavelength

of the magnetic field. Shields with a diameter of a few centimetres are considered in this

work. Therefore, this model is applicable for frequencies up to a few GHz.
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Figure 7.5: Cylindrical multilayer shield geometry.

Figure 7.5 shows the geometry of an infinitely long cylindrical multilayer shield with an

imposed uniform time-varying magnetic field H(t) = H0e
j2πft. Any individual layer has

thickness ∆, permeability µ, electrical conductivity σ. The outer surface of the outermost
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layer of the shield, labelled B, has radius ro, and the inner surface of the innermost layer of

the shield, labelled A, has radius ri. The inner and outer surfaces of the layers in between

are labelled α and β respectively and have inner and outer radii a and b respectively.

The shielding factor is calculated by computing the transmission of two physical quan-

tities, namely the amplitude of the azimuthal component of the magnetic field Hφ and the

amplitude of the radial component of the magnetic induction Br, through each layer. This

approach is known as the transmission line method. The azimuthal component of the mag-

netic field and radial component of the magnetic induction are defined on each surface, Hs
φ

and Bs
r denote these quantities on surface s.

Transfer relations are defined to transmit Hs
φ and Bs

r through a layer. These are

 Hα
φ

Bα
r /µ0

 =

T11 T12

T21 T22


 Hβ

φ

Bβ
r /µ0

 , (7.7)

where

T11 = (γa){I ′1(γa)K1(γb)− I1(γb)K ′1(γa)}

T12 =
µ0

µ
(γb)2{I ′1(γb)K ′1(γa)− I ′1(γa)K ′1(γb)}

T21 =
µ

µ0

γb

γa
{I1(γa)K1(γb)− I1(γb)K1(γa)}

T22 =
(γb)2

γa
{I ′1(γa)K1(γa)− I1(γa)K ′1(γb)},

(7.8)

γ =
√
πfµσ(1 + j) is the complex wavenumber, I1 is the first-order modified Bessel function

of the first kind, K1 is the first-order modified Bessel function of the second kind, I ′1 is the

derivative of I1 and K ′1 is derivative of K1.

For each surface a magnetic impedance is defined as

Zs =
Bs
r

µ0Hs
φ

. (7.9)
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Zs is transmitted through a layer with

Zα =
T21 + T22Z

β

T11 + T12Zβ
,

Zβ =
T11Z

α − T21

T22 − T12Zα
.

(7.10)

The calculation is performed in a number of steps:

1. The calculation begins at the surface of the shielded region where the magnetic impedance

is set as ZA = 1. Equation (7.10) is used to transmit the impedance from the shielded

region to the source region. The impedance at the surface of the source region is

denoted by ZB.

2. ZB is used to calculate the azimuthal component of the magnetic field and radial

component of the magnetic induction at the surface of the source region. Both of these

quantities are normalised by H0. These quantities are given by

HB
φ

H0

=
2

1 + ZB
(7.11)

and

BB
r

µ0H0

= ZB
HB
φ

H0

. (7.12)

3. The inverse relations of Equation (7.7) is used to transmit HB
φ /H0 and BB

r /H0 from

the surface of the source region to the surface of the shielded region to give HA
φ /H0

and BA
r /H0.

4. The transfer function is calculated as

T =
HA
φ

H0

=
BA
r

µ0H0

. (7.13)
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7.2 Applications in Accelerators

ILC Superconducting Cavities

The performance of a cavity is characterised by the quality factor [11]

Q0 =
G

Rs

, (7.14)

where G is a geometric factor and Rs is the surface resistance of the cavity. The quality

factor describes how long energy is stored in a cavity.

Cavities in the ILC are manufactured using the superconducting material niobium, which

needs to be cooled down to 2 K for superconductivity. If a static magnetic field is present

during the cool down, magnetic flux becomes trapped inside the material, which increases

the surface resistance and reduces the quality factor.

The required quality factor for the ILC cavities is Q0 ≥ 1010 [93]. To achieve this, the

ambient magnetic field experienced by the cavities must not exceed 0.5 µT [93]. The Earth’s

magnetic field has a static component between 20-70 µT [94]. Therefore, a shielding factor

of 100 must be achieved with a magnetic shield.

A shielding factor of 100 is an achievable goal with known magnetic shielding materials.

However, the concern for this application is the effectiveness of shielding at very low tem-

peratures. Materials for this application are described in [95, 96, 97]. In these papers, the

effect of temperature and mechanical stress on shielding is studied.

HL-LHC Crab Cavities

The luminosity of the LHC will be increased in an upgrade known as the High-Luminosity

LHC (HL-LHC). The HL-LHC utilises RF crab cavities to compensate the luminosity loss

from a crossing angle.

The HL-LHC crab cavities operate at the same temperature as the ILC cavities and suffer
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the same problem of magnetic flux trapping during cooldown. A material called cryophy was

developed at CERN to shield the HL-LHC crab cavities from external magnetic fields [98].

The requirement for HL-LHC crab cavities is a static magnetic field of less than 1 µT reaches

the crab cavity surface. The maximum expected static external magnetic field was estimated

to be 200 µT from measurements at the Super Proton Synchrotron (SPS) at CERN [98].

Therefore, the shielding factor must be 200.

CLIC

As described in Chapter 5, CLIC has SF tolerances on the order of 0.1 nT. Measurements of

SFs in accelerator environments are presented in Chapter 11. Dynamic magnetic fields with

amplitudes up to 100 nT can be expected in an accelerator environment. Therefore, special

mitigation will be required to ensure the SF experienced by the CLIC beam is within the

tolerance.

Passive shielding is the proposed strategy for mitigation. A shielding factor of approxi-

mately 1, 000 is required. A variety of materials are available. Any electrically conducting

material will provide some shielding of dynamic magnetic fields via eddy-current cancel-

lation. However, this mechanism is only effective at shielding high frequencies. Magnetic

materials are a good choice because they can shield low-frequency magnetic fields via flux

shunting.

Superconducting materials act as perfect magnetic shields. Magnetic shielding with su-

perconductors is described in [99]. However, these materials need to be cooled down to very

low temperatures to be superconducting. CLIC operates at room temperature, which makes

the use of superconducting materials unappealing.
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7.3 The LHC Beam Screen

The LHC utilises superconducting bending magnets, which need to be cooled to 1.9 K to

operate [100]. SR from the LHC beam can heat the magnet and eliminate the superconduc-

tivity. The magnetic field generated by the magnet is then lost. This process is known as a

quench and results in a beam dump. The LHC beam screen (shown in Figure 7.6) is used

to intercept SR to prevent a quench.

The LHC beam screen has an inner diameter of 4.4 cm. It consists of 1 mm of steel

and an inner copper coating of 50-100 µm. The specification for the beam screen is that

its permeability does not exceed 1.005 [100]. Therefore, the beam screen is effectively non-

magnetic. The electrical conductivity of the materials in the LHC beam screen is shown in

Table 7.1. The LHC beam screen acts as a magnetic shield via eddy-current cancellation.

Figure 7.6: Image of the LHC beam screen.

Material Electrical Conductivity, σ [S/m]

Steel 1.46× 106

Copper 5.96× 107

Table 7.1: Electrical conductivity at room temperature of materials in the LHC beam
screen [101].

Transfer Function

Magnetic shielding due to the LHC beam screen was measured using a set of Helmholtz coils

to produce a magnetic field excitation at a precise frequency and amplitude.
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The transfer function of the LHC beam screen is shown in Figure 7.7. The LHC beam

screen is an effective shield for high-frequency magnetic fields. Copper has a much higher

electrical conductivity compared to steel. Consequently, virtually all of the shielding origi-

nates from the copper layer.
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Figure 7.7: Transfer function of the LHC beam screen: measurement (blue) and a theoretical
calculation (orange) using Equation (7.16) assuming 50 µm of copper. Errors bars are too
small to be seen.

For non-magnetic materials, the transfer relations in Equation (7.8) are simplified to

T11 = 1

T12 = −j2πfµ0σr∆

T21 = 0

T22 = 1,

(7.15)

and the transfer function for a single layer can be written as

T (f) =
1

1 + jπfµ0σa∆
. (7.16)

The transfer function decreases with frequency and is inversely proportional to the electrical

conductivity σ, inner radius a and thickness ∆.

The measurement in Figure 7.7 is compared to a theoretical calculation with Equa-

tion (7.16) assuming 50 µm of copper. There is an excellent agreement between the mea-
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surement and theoretical calculation.

Impact on the LHC

Protons in the LHC do not emit significant amounts of SR. As a result, the LHC does not

have any significant damping mechanisms to reduce emittance. This makes the preservation

of transverse emittance important. A feedback system [12] is used to correct the trans-

verse beam position to minimise emittance growth from filamentation. Sources of emittance

growth in the LHC must be understood for its operation and to aid the design of future

upgrades.

Power supply ripples are one source of emittance growth. These lead to magnetic field

ripples in the bending magnets. Perturbations to the beam at harmonics of 50 Hz up to

the kHz range have been observed in [102]. These harmonics were attributed to power

supply ripples. However, the impact of the LHC beam screen was not included in the study.

The LHC beam screen is an effective shield for high-frequency magnetic fields, which should

suppress magnetic field ripples in the kHz range. This suggests the high-frequency harmonics

may not arise from power supply ripples and further studies are required to understand the

impact of power supply ripples on the LHC.

7.4 Soft Magnetic Materials

Soft magnetic materials are often used for magnetic shielding applications. They provide

shielding via the flux-shunting mechanism as well as eddy-current cancellation.

Magnetic materials have an advertised value for permeability. These values are rough es-

timates and vary on a sample-to-sample basis. Additionally, magnetic properties are affected

by mechanical stress and deformation. Soft magnetic materials are often heat-treated after

being bent into their final shape to remove the effects of mechanical stress. This process

is known as annealing and heats the material enough to alter its internal crystal structure.
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Annealing allows regions of magnetisation, known as magnetic domains, to move freely [74].

As a result, the permeability of the material is increased.

Three different materials were tested. Soft iron (99.9% iron) and two different iron-nickel

alloys: supra 36 (64% iron, 36% nickel) and mu-metal (approximately 20% iron, 80% nickel).

7.4.1 Soft Iron

A high purity (99.9%) soft iron cylinder produced by AK Steel Corporation, USA [103]

was used in measurements. The geometry and advertised specifications of this cylinder are

summarised in Table 7.2.

Parameter Value

Inner diameter 5 cm
Thickness 1 mm
Length 50 cm

Initial permeability 300-500
Maximum relative permeability 3,500-8,000
Coercive field 75-150 µT
Magnetic induction at saturation 2.15 T

Table 7.2: Geometry and specifications of an iron cylinder produced by AK Steel Corpora-
tion, USA.

The transfer function of this cylinder measured with different external magnetic field

amplitudes is shown in Figure 7.8. There is a clear dependence on the external field amplitude

visible at low frequencies, where the shielding improves with external field amplitude. The

phase response of the iron cylinder appears to be independent of external field amplitude.

Figure 7.9 shows the measured amplitude response as a function of the external magnetic

field amplitude. It is clear the amplitude response tends to a constant as the external

magnetic field is decreased.

The model described in Section 7.1.3 can be used to fit a permeability to the measurement

of a transfer function. Figure 7.10 shows the relative permeability as a function of external

magnetic field amplitude found by fitting the measured transfer function to the model. The
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Figure 7.8: Transfer function of the iron cylinder with different external magnetic field
amplitudes. Error bars are too small to be seen.
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magnetic field amplitude. Error bars too small to be seen.
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Figure 7.10: Relative permeability of the iron cylinder vs external magnetic field amplitude:
measurement (blue) and a straight line fit (orange).
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initial permeability is extrapolated by fitting a straight line to the relative permeability.

An initial permeability of µi = (204 ± 5) was measured for this iron cylinder. This is

somewhat below the advertised value of 300-500.

7.4.2 Supra 36

A supra 36 cylinder produced by Aperam, Luxembourg [104] was used in measurements.

The geometry and specifications of this cylinder are summarised in Table 7.3. The transfer

function of this cylinder measured with different external magnetic field amplitudes is shown

in Figure 7.11. The shielding of the cylinder improves with external magnetic field amplitude.

The phase response is independent of the external magnetic field amplitude.

Parameter Value

Inner diameter 5 cm
Thickness 1 mm
Length 50 cm

Initial permeability 7,000
Maximum relative permeability 30,000
Coercive field 7.5 µT
Magnetic induction at saturation 1.3 T

Table 7.3: Geometry and specifications of a supra 36 cylinder produced by Aperam, Lux-
embourg.
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Figure 7.11: Transfer function of the supra 36 cylinder with different external magnetic field
amplitudes. Error bars are too small to be seen.
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Figure 7.12: Relative permeability of the supra 36 cylinder vs external magnetic field am-
plitude: measurement (blue) and a straight line fit (orange).

Figure 7.12 shows the permeability fitted to each amplitude response in Figure 7.11.

There is a linear relationship between the external magnetic field amplitude and permeability.

The initial permeability of the supra 36 cylinder is µi = (5, 611± 7).

7.4.3 Mu-Metal

A mu-metal cylinder produced by the Magnetic Shield Corporation, USA [105] was used in

measurements. The geometry and advertised specifications of this cylinder are summarised

in Table 7.4. The transfer function of this cylinder measured with different external magnetic

field amplitudes is shown in Figure 7.13. The transfer functions look very similar.

Parameter Value

Inner diameter 5 cm
Thickness 1 mm
Length 50 cm

Initial permeability 50,000
Maximum relative permeability 250,000
Coercive field 2 µT
Magnetic induction at saturation 0.74 T

Table 7.4: Geometry and specifications of a mu-metal cylinder produced by the Magnetic
Shield Corporation, USA.

Figure 7.14 shows the permeability fitted to each amplitude response in Figure 7.13. The
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Figure 7.13: Transfer function of the mu-metal cylinder with different external magnetic
field amplitudes. Error bars are too small to be seen.
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Figure 7.14: Relative permeability of the mu-metal cylinder vs external magnetic field am-
plitude: measurement (blue) and a straight line fit (orange).

relative change in permeability over the external magnetic field range measured is small

compared to the soft iron and supra 36 cylinders. However, there is a linear relationship

that is apparent. The initial permeability of the mu-metal cylinder is µi = (55, 955 ± 7),

which is above the advertised value of µi = 50, 000.

The tightest tolerances discussed in Chapter 5 were on the order of 0.1 nT. An objec-

tive of this work is to demonstrate a magnetic field amplitude of 0.1 nT inside a shield.

Figure 7.15 shows the internal magnetic field amplitude as a function of frequency for an

external magnetic field of 1.1 µT. An internal field of less than 0.1 nT can be realised with a

mu-metal shield.
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Figure 7.15: Internal magnetic field amplitude vs frequency measured with the mu-metal
cylinder. An external magnetic field amplitude of 1.1 µT was used. Error bars are too small
to be seen.

Mu-Metal Foils

Mu-metal is also available in thin foils, typically of thicknesses between 0.1 and 0.5 mm.

These foils are annealed and advertised as retaining their magnetic properties after slight

deformation. The advantage of the foil is that it can be simply wrapped around a manufac-

tured beam pipe. That is it would not be necessary to include the mu-metal shield as part

of the beam pipe design. Instead, the mu-metal shield can be incorporated into particular

sections of CLIC after its construction if required.

A set of three cylindrical shields of varying diameter D and thickness ∆ were formed from

a mu-metal foil provided by the Magnetic Shield Corporation, USA [105]. This is the same

material that is used to create the mu-metal cylinder in the previous section. Figure 7.16

shows the transfer function of shields formed from a mu-metal foil.

Diameter, D [cm] Thickness, ∆ [mm] Relative Permeability, µr

5.9± 0.2 0.1 3, 670± 2
4.5± 0.2 0.2 3, 602± 2
4.5± 0.2 0.1 4, 660± 50

Table 7.5: Measured permeability of three shields formed from a mu-metal foil.

Table 7.5 shows the permeability fitted to each amplitude response. The foils have a

relative permeability less than 5,000, which is very poor for mu-metal. The permeability has
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Figure 7.16: Transfer function of three shields formed from a mu-metal foil. An external
magnetic field amplitude of 1.1 µT was used. The 0.2 mm thick shield was formed with two
layers of foil. Error bars are too small to be seen.

likely been damaged by deforming the cylinder when rolling the mu-metal foil to produce

the shield.

It has been reported in [96] the permeability of mu-metal is extremely sensitive to me-

chanical stress and deformation. The damage is reversed by re-annealing. This highlights

care must be taken with the shields to ensure good performance. Improvements of an order

of magnitude have been reported after re-annealing, which would mean the expected value

of 50,000 could potentially be reached after re-annealing.

A simple model for the shielding factor of mu-metal is presented in [106]. For a single

layer cylinder the amplitude response is given by

|T | = D

µr∆
. (7.17)

For small external magnetic field amplitudes, the relative permeability in Equation (7.17)

is replaced with the initial permeability. The measured amplitude response for the different

mu-metal foils is roughly consistent with Equation (7.17).
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7.5 Mitigation of Stray Magnetic Fields

7.5.1 Strategy

Shielding Sources

A possible strategy would be to target SF sources. Either by moving them away from the

beam or surrounding them with a magnetic shield. Because the SF amplitude is larger near

the source, the shields could be more effective.

Shielding the sources would require identifying them and a dedicated study of whether

surround them with a shield is viable. Some sources may have a difficult geometry to

shield. Mu-metal shields will also need to be annealed. Some elements cannot be heated,

for example, the ML cavities in CLIC cannot be heat treated [42]. A safer approach is to

shield the beam.

Shielding the Beam

The SF amplitude experienced by the beam must be within the tolerances described in

Chapter 5. There are four sensitive regions: the VT and LTL in the RTML and the ECS

and FFS in the BDS. An effective mitigation can be achieved by just targeting these sections.

The proposed strategy is to surround sensitive regions with a 1 mm mu-metal layer. Only

the drifts in these sections need to be shielded. Section 10.1 presents requirements for the

temporal stability of magnets. The required stability is larger than the typical SF amplitude

in accelerator environments (see Chapter 11). A SF will also be drawn in the iron core

of the magnet, away from the beam. Therefore, shielding the regions with magnets is not

necessary.
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Factors Affecting Performance

A relative permeability of 50,000 for mu-metal is assumed. This is a realistic estimate based

on the measurements in Section 7.4.3. It was observed in [96] that the shielding factor of a

mu-metal shield degrades at very low (superconducting) temperatures. Because CLIC is at

room temperature, the degradation of shielding at low temperatures is not a concern.

As discussed in Section 7.4.3, very thin layers of mu-metal suffer from a loss in permeabil-

ity due to mechanical stress and deformation. The reduction in permeability can be reversed

by re-annealing the material. However, this requires the ability to anneal the mu-metal

shield in its final form in the tunnel. Mu-metal requires very high annealing temperatures,

above 1000 ◦C [105]. Instead of re-annealing thin layers of mu-metal, a minimum thickness of

1 mm is advised by this work. The measurements in Section 7.4.3 suggest that this thickness

is enough to withstand the impact of mechanical stress on permeability.

7.5.2 Transfer Functions

The impact of a mitigation technique can be described using a transfer function TM(f),

which acts on the SF PSD PB(f) to give a new effective PSD

PB,M(f) = |TM(f)|2PB(f). (7.18)

CLIC Beam Pipe

A beam in an accelerator is surrounded by a metallic tube known as a beam pipe. The purpose

of the beam pipe is to contain the vacuum. The diameter and shape of the beam pipe depend

on the beam. Often, it is cylindrical with a diameter of a few centimetres. Typically, beam

pipes are composed of multiple layers. The beam pipe must be mechanically rigid and should

withstand stress. Steel is often used to provide this. Usually, there is also an inner copper

coating to mitigate long-range wakefields.
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A beam pipe may attenuate external magnetic fields, preventing them from reaching the

beam. Beam pipes run through the aperture of magnets and should not impede the field

from the magnet reaching the beam. Studies of eddy-current cancellation in beam pipes

are presented in [107] and [108]. Theoretical calculations of the magnetic shielding of the

HL-LHC beam screen are presented in [109].

SF measurements in this work have been performed outside of beam pipes. Therefore,

to calculate the SF experienced by the beam a transfer function for a beam pipe must be

known. A reasonable model for a CLIC beam pipe is a steel cylinder of thickness 1 mm and

an inner copper coating of thickness 20 µm.

The transfer function of the CLIC beam pipe, calculated theoretically with the method-

ology described in Section 7.1.3, is shown in Figure 7.17. The copper and steel have a

permeability of µ0 and the electrical conductivities in Table 7.1. The beam pipe has vir-

tually no effect on frequencies below 1 kHz. However, the beam pipe attenuates SFs above

10 kHz well.

The transfer function in Figure 7.17 will be used for the entire machine. In reality, the

beam pipe radius varies along the machine. 1 cm is the minimum beam pipe radius. The

shielding factor improves with increasing radius, therefore assuming this transfer function

for the entire machine is a pessimistic approach.

100 101 102 103 104

Frequency, f [Hz]

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

A
m

p
lit

u
d

e
R

es
p

on
se

,
|T

B
P
(f

)|

(a) Amplitude response vs frequency.

100 101 102 103 104

Frequency, f [Hz]

−80

−60

−40

−20

0

P
h

as
e

R
es

p
on

se
,
6
T

B
P
(f

)
[◦

]

(b) Phase response vs frequency.

Figure 7.17: Transfer function of the CLIC beam pipe. The beam pipe consists of 1 mm of
steel and 20 µm of copper with a inner radius of 1 cm.
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Main Linac Cavities

The ML cavities in CLIC are formed from copper walls approximately 2 cm thick, which will

have a significant effect on the external magnetic field. The transfer function of the cavity

walls, calculated theoretically with the methodology outlined in Section 7.1.3, is shown in

Figure 7.18. The cavity walls attenuate SFs above 100 Hz well.

100 101 102 103

Frequency, f [Hz]

0.0

0.2

0.4

0.6

0.8

1.0

A
m

p
lit

u
d

e
R

es
p

on
se

,
|T

M
L

C
(f

)|

(a) Amplitude response vs frequency.

100 101 102 103

Frequency, f [Hz]

−1000

−800

−600

−400

−200

0

P
h

as
e

R
es

p
on

se
,
6
T

M
L

C
(f

)
[◦

]

(b) Phase response vs frequency.

Figure 7.18: Transfer function of the ML cavity walls. The cavity was modelled as a copper
cylinder of thickness 2 cm and inner radius 1 cm.

Mu-Metal

The permeability is a key parameter that determines the transfer function of a magnetic

material. The model described in Section 7.1.3 characterises the permeability with a single

number. Due to the dependence of the permeability on the amplitude of the magnetic field,

it is highly non-uniform across a shield. Accurate shielding calculations require an EM finite

element method simulation to include non-uniformity in permeability and hysteresis effects.

However, instead of this, a simplified approach will be used to assume the permeability is

equal to the initial permeability across the entire shield. This is a pessimistic approach

because the initial permeability is the lowest value the permeability can take. This approach

greatly simplifies the calculation of the transfer function.

The transfer function of a 1 mm mu-metal layer, calculated using the methodology out-

lined in Section 7.1.3, is shown in Figure 7.19. A relative permeability of 50,000 and electrical
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conductivity of 1.7× 106 S/m [105] was used for the mu-metal. The mu-metal layer is a very

effective magnetic shield, which can provide a reduction of at least 1,000 in SF amplitude at

all frequencies.
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(a) Amplitude response vs frequency.
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Figure 7.19: Transfer function of a mu-metal cylinder with an inner radius of 1 cm and a
thickness of 1 mm. A relative permeability of 50,000 was used for the mu-metal.



Chapter 8

Natural Stray Magnetic Fields

Natural SFs are those from non-man-made objects. These were discussed at the Mini-

Workshop on the Impact of Stray Fields on Accelerators at CERN in October 2017. An

outcome of this workshop was a review of natural sources [110]. The most important natural

sources are described below.

8.1 The Geomagnetic Field

The Earth’s magnetic field, referred to as the geomagnetic field, is the main natural source [94].

The geomagnetic field varies across a wide range of timescales, from milliseconds to millions
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Figure 8.1: PSD vs frequency of natural magnetic field variations [111].
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of years. The PSD of natural magnetic field variations is shown in Figure 8.1. The PSD

decreases roughly as 1/f 2.

Penetration into the Earth

The geomagnetic field is usually measured on the Earth’s surface. However, the majority of

the CLIC main beam is housed 100 m underground. The Earth attenuates EM waves due

to the skin effect [9]. The magnetic field amplitude underground is given by

B(d) =
BS

α(d, f)
(8.1)

where d is the depth, BS is the magnetic field amplitude on the surface and α(d, f) is an

attenuation factor,

α(d, f) = exp

(
d

δ(f)

)
, (8.2)

where δ(f) is the skin depth (see Equation (1.2)).

The skin depth depends on the magnetic permeability and electrical conductivity of the

Earth. These properties are determined by the local geology. For the CERN site, the

magnetic permeability is µ ≈ µ0, where µ0 is the permeability of free space, i.e. the site is

approximately non-magnetic [94]. A reasonable estimate for the electrical conductivity on

the CERN site is σ = 10 mS/m [94].
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Figure 8.2: Magnetic field attenuation due to the Earth at a depth of 100 m vs frequency.
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Figure 8.2 shows the attenuation factor 100 m underground due to the skin effect. Below

1 kHz, the attenuation factor is close to one. Therefore, one can assume a similar magnetic

field is observed on the surface and underground.

8.2 Geomagnetic Storms

Short-term variations on timescales of seconds to days arise from an interaction between

the sun and geomagnetic field, referred to as solar-terrestrial interactions. The amplitude of

these variations can range from pT to µT.

Geomagnetic storms represent solar-terrestrial interactions with the largest amplitude.

They typically last from a few hours to days. The occurrence of these storms varies seasonally

and with the solar cycle. On average, minor storms occur on a monthly basis and large storms

occur less than once a month.

The amplitude of a geomagnetic storm depends strongly on the latitude. At latitudes

similar to the CERN site, large storms typically generate geomagnetic field variations of a

few hundred nT. However, these variations are over timescales of minutes to days, so they

are slow compared to the repetition frequency of the CLIC beam. Such SFs are mitigated

with a beam trajectory feedback system (described in Section 4.2).

Power Spectral Density

A representative geomagnetic storm was measured on the 8th June, 2014 at a geomagnetic

observatory in Tihany, Hungary, which has a similar latitude and geomagnetic environment

to CERN. The sampling frequency for this measurement was 128 Hz. Using this measurement

and the orientation of CLIC with respect to the sensor, the SF in the horizontal and vertical

direction with respect to the beam was calculated. The PSD of the SF is shown in Figure 8.3.

The PSD in Figure 8.3 describes the amplitude of SFs from a geomagnetic storm on

the Earth’s surface. The same amplitude is assumed in the tunnel. The PSD of the SF
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Figure 8.3: PSD vs frequency of a geomagnetic storm.

experienced by the beam is calculated by applying the transfer function of the CLIC beam

pipe TBP(f) (shown in Figure 7.17) to the PSD. For the ML cavities, TMLC(f) (shown in

Figure 7.18) is used instead.

To include the effect of a beam trajectory feedback system, TFB(f) (shown in Figure 4.2)

is applied to the PSD. A gain of m = 2.5 was used for the feedback system, which is the

same gain used in GM simulations.

Generator

To calculate the SF, the PSD is split into a number of independent modes. The amplitude

of each mode is given by

ai =
√

2σB,i =

√
2

∫ fi+1

fi

PB,M(f) df ≈
√

2PB,M(fi)∆f, (8.3)

where σB,i is the standard deviation of mode i, PB,M(f) is the PSD including the impact of a

mitigation technique and ∆f = fi+1− fi. The SF at time t is the summation of each mode,

B(t) =
N∑
i=1

ai cos(2πfit+ φi), (8.4)
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where N is the number of modes and φi is a uniformly distributed random number between 0

and 2π. The same B(t) is simulated across the entire accelerator. The SF kick is calculated

with Equation (5.11) taking into account the beam direction with respect to the SF.

Luminosity Loss

Table 8.1 shows the luminosity loss with different mitigation techniques. Two scenarios were

simulated: using STE, which only includes the emittance growth from static imperfections,

and NTE, which simulates nominal beam parameters.

Without mitigation and using NTE there is a significant luminosity loss of 8.1%. The

beam trajectory feedback system is extremely effective at mitigating luminosity loss. Using

NTE, the luminosity loss is reduced to 0.1%. This is because the feedback system is good at

correcting low-frequency SFs. With a feedback system, the impact of a geomagnetic storm

is negligible and should not pose a concern for CLIC.

Mitigation Luminosity Loss, ∆L/L0 [%]

Using STE

None 21
Feedback System 0.02

Using NTE

None 8.1
Feedback System 0.01

Table 8.1: Luminosity loss during a representative geomagnetic storm. Values are expressed
as a percentage of Equation (3.3) for NTE or Equation (3.5) for STE. The error on each
value is less than 0.1%.

8.3 Sources Above 1 Hz

The beam trajectory feedback system is very effective at suppressing the impact of SFs at

low frequencies, particularly below 1 Hz. The geomagnetic storm PSD in Figure 8.3 contains

one significant peak at a very low frequency close to zero, which is suppressed by the feedback
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system.

SFs at frequencies above 1 Hz are not suppressed by the beam trajectory feedback system.

In fact, the impact of SFs between 4-25 Hz is amplified by the feedback system. Natural SFs

above 1 Hz are described below.

Geomagnetic Pulsations

Geomagnetic pulsations are waves in the geomagnetic field. Geomagnetic pulsations with

sinusoidal variations between 0.2-5 Hz are termed Pc1 pulsations. Pc1 pulsations last for a

few minutes. At the latitude of CERN, they occur infrequently, less than ten times a year,

and typically have pT amplitudes.

Because Pc1 pulsations occur infrequently, only for a short duration and are within the

tolerances described in Chapter 5, they should not pose a danger for CLIC.

8.3.1 Lightning

The ionosphere is an electrically conductive layer of the Earth’s upper atmosphere. The

Earth’s surface is also electrically conductive. This structure forms an EM cavity known as

the Earth-Ionosphere cavity. Lightning can excite EM waves in the Earth-Ionosphere cavity.

Schumann Resonances

The resonant frequencies of the Earth-Ionosphere cavity are known as Schumann resonances

and can be excited by lightning [110]. The fundamental resonance is at approximately 7.8 Hz.

Higher-order harmonics (15.6 Hz, 23.4 Hz, etc.) are also excited. Schumann resonances occur

continuously. The typical amplitude of Schumann resonances is a few pT. As this is within

the tolerances in Chapter 5, they should not pose a danger for CLIC.
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Sferics

Sferics are EM impulses generated by lightning discharges [110]. The amplitude of the SF

depends on the distance to the lightning strike. Within 100 km, the average amplitude is

1-10 nT. Within 100 m of the strike amplitudes of 1 µT can occur. The typical rise time for

discharge near the strike is 1-10 µs, which is much shorter than the train spacing (20 ms).

Potentially dangerous sferics for CLIC are those generated by nearby lightning strikes. These

can be predicted based on local weather forecasts. This type of lightning strike occurs

approximately once a year.

Integrated Simulations

A time-series approach is more appropriate than a PSD model for simulating impulse-like

SFs. Figure 8.4a shows a measurement on the 8th June, 2018 of the SFs from a lightning

strike in Tihany, Hungary. The magnetic field sensor was within a few hundred metres of

the lightning strike. The measurement was performed on the Earth’s surface. The same SF

is assumed in the tunnel.

Orienting the SF in the horizontal direction with respect to the beam and assuming a

homogeneous spatial profile across the machine, the simulated luminosity loss is shown in

Figure 8.4b. Simulations were performed using NTE. Two scenarios were simulated: without

mitigation and with a 1 mm mu-metal shield in the VT, LTL, ECS and FFS. The transfer

function of the mu-metal shield is shown in Figure 7.19.

Without mitigation, there is a significant impact on luminosity. There are many short

pulses of significant luminosity loss. For a short period near t = 3 s virtually all of the

luminosity is lost. The mu-metal shield mitigates most of the luminosity loss. However, the

impulse at t = 3 s remains.

The concern of lightning is from the perspective of machine protection. A SF can deflect

the beam enough to hit the machine and cause damage. This is a particular concern for the

betatron collimation section in the BDS, which is not designed to withstand the impact of
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(a) SF vs time from the lightning strike.
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(b) Luminosity vs time during the lightning
strike.
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(c) Vertical beam offset relative to the beam size
at the end of the RTML vs time.
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(d) Vertical beam size at the end of the ECS
(start of the betatron collimation section) vs
time. σy,ECS,0 is the beam size at the end of
the ECS without the SF.

Figure 8.4: Exemplary SF and impact from a lightning strike with no mitigation (blue) and
with a 1 mm mu-metal shield in the VT, LTL, ECS and FFS (orange).

a full train.

The vertical beam offset relative to the beam size at the end of the RTML (start of the

ML) is shown in Figure 8.4c. During the strike, there is a peak offset of approximately three

times the beam size. The large offset filaments in the ML and leads to a large emittance

growth. As shown in Figure 8.4d, the beam size at the start of the ECS in the BDS increases

by almost a factor of 20 without mitigation and a factor of 8 with shielding.

The lightning strike leads to a large luminosity loss from emittance growth. There is no

large offset at the end of the ECS (start of the betatron collimation section). Therefore,

there is no concern regarding machine protection. With shielding, the impact of lightning

strikes will be limited to short pulses of luminosity loss.



Chapter 9

Environmental Stray Magnetic Fields

Environmental SFs are from man-made sources, which are not elements of CLIC. Environ-

mental sources are characterised by measuring the ambient magnetic field away from an

accelerator. This chapter presents measurements of environmental sources on the CERN

site and integrated simulations of their impact on CLIC at ECM = 380 GeV.

A useful quantity to calculate from measurements is the PSD. The sensors used in this

work measure the magnetic field in three orthogonal directions: x, y and z, as shown in

Figure 6.2. A PSD is calculated for each component separately: PB,x(f), PB,y(f) and PB,z(f).

The total PSD is the sum of all three components,

PB(f) = PB,x(f) + PB,y(f) + PB,z(f). (9.1)

9.1 Ambient Magnetic Field at CERN

Measurements were performed on and around the CERN sites in Meyrin, Switzerland and

Prevessin, France. A map of the Meyrin site is shown in Figure 9.1 and a map of the

Prevessin site is shown in Figure 9.2.

The ambient magnetic field was measured on and around the Meyrin site. The mea-

131
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Figure 9.1: Map of the Meyrin, CERN site [112]. The line marked by red crosses outlines
the Swiss-French border.
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Figure 9.2: Map of the Prevessin, CERN site [112].

surement locations are shown in Figure 9.1. These include Chemin de Franchevaux and

Chemin des Fossés, which are off-site, and outside Restaurant 1 and outside the Antiproton

Decelerator hall, which are on site.

The total PSD and standard deviation of the magnetic field at these locations is shown

in Figures 9.3 and 9.4. The standard deviation on the Meyrin site can vary from nT to µT.

The ambient magnetic field has a large amplitude at harmonics of 50 Hz. Figure 9.5
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shows the amplitude of the 50 Hz magnetic field as a function of distance from the power

lines shown in Figure 9.1. The amplitude is inversely proportional to the distance. SFs from

power lines are discussed further in Section 9.2.1.
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Figure 9.3: Total PSD and standard deviation of the ambient magnetic field vs frequency
measured away from the Meyrin, CERN site. The Chemin des Fossés measurement (blue)
was taken on the 11th July, 2019 and the Chemin de Franchevaux measurement (orange)
was taken on the 12th November, 2019.
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Figure 9.5: Amplitude of the 50 Hz ambient magnetic field on the Meyrin, CERN site vs
distance from power lines. A one over distance attenuation (orange) was fitted to the mea-
surement (blue). Measurements for each data point are not simultaneous, but were taken at
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9.1.1 The PS

The Proton Synchrotron (PS) [113] is a circular accelerator on the surface of the Meyrin

site. The radius of the PS is 100 m. The PS injects protons into the SPS, which then feeds

the LHC. The bending magnets in the PS are only powered for the duration there is beam,

they are said to be pulsed every 1.2 s.

The location of the PS ring on the Meyrin site is shown on the map in Figure 9.1. It is very

central and close to two test facilities related to CLIC: the CERN Linear Electron Accelerator

for Research (CLEAR) and the third High-Gradient X-Band Test Facility (XBOX3).

A regular pattern was observed in the recorded magnetic field at several locations in

proximity to the PS. This pattern was found to be correlated to the pulsing of the PS

bending magnets. As an example, the magnetic field measured 70 m away from the centre

of the PS ring is shown in Figure 9.6.

The magnetic field was measured as a function of distance from the centre of the PS

ring. The measurement locations and geometry of the PS are shown in Figure 9.7. The

PS was modelled as a ring of 100 equally spaced bending magnets. Each bending magnet
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Figure 9.6: Magnetic field vs time measured near the PS on 11th September, 2018 at a
distance of 70 m from the centre of the ring. The PS bending magnet strength (LH scale,
blue) and measurement (RH scale, orange).
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Figure 9.7: Measurement locations with respect to the PS.

contributes a dipole field of the form [114]

B(ρi) =
C1

(ρi + C2)3

{
3

2
ρ̂i − ẑ

}
, (9.2)

where ẑ is a unit vector in the vertical direction (radially out of the Earth), ρ̂i is a unit

vector pointing from the ith magnet to the measurement location, ρi is the distance from the

ith magnet to the measurement location and C1 and C2 are constants. The total magnetic

field measured at a single location is the summation of the dipole fields from each magnet,

B(r) =

∣∣∣∣∣
100∑
i=1

B(ρi)

∣∣∣∣∣ , (9.3)



9.2 The Electrical Grid 136

40 60 80 100 120

Radius, r [m]

0

5

10

15

20

25

30

P
ea

k
M

ag
n

et
ic

F
ie

ld
,
B
p
(r

)
[µ

T
] Fit

Measurement

Figure 9.8: Peak magnetic field from the PS bending magnets vs radial distance measured
on 11th September, 2018. Measurement (blue) and a fit using the model in Equations (9.2)
and (9.3) (orange).

where r is the radial distance from the centre of the PS ring and |.| denotes the magnitude.

The measured magnetic field B(r) is actually also a function of time. It follows the

pulsing of the PS bending magnets. The peak magnetic field Bp(r) is the maximum value

of magnetic field measured over a complete cycle. For example, the peak magnetic field in

Figure 9.6 occurs at time t = 22 s and again at t = 46 s.

Figure 9.8 shows the peak magnetic field from the bending magnets as a function of

radial distance from the centre of the ring. From the measurements the fit parameters were

calculated to be C1 = (6.8±0.4) µTm and C2 = (9.4±0.4) m. In the absence of any shielding

material, a distance of approximately 1 km would attenuate the magnetic field to a sub-nT

level.

9.2 The Electrical Grid

Typically, the largest contribution to the ambient magnetic field is from the electrical grid.

The following sections describe dedicated measurements of SFs from the electrical grid. The

measurements were taken in the September and October of 2018. At this time, the LHC

and accompanying accelerators were running, this includes the PS and SPS.
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9.2.1 Power Lines

The power lines, shown in Figure 9.1, are the dominate magnetic field source on the Meyrin

site. The power lines consist of a 400 kV line, a 225 kV line and a 130 kV line, which are all

part of the European electrical grid and do not belong to CERN. These power lines transport

electricity between sub-power stations.

Power Spectral Density and Standard Deviation

The total PSD of the magnetic field measured directly underneath the power lines is shown

in Figure 9.9. The measurement was taken on the 10th September, 2018 at the location

shown in Figure 9.1. The power lines are approximately 15 m above the ground and the

sensor was elevated approximately 1 m above the ground. The measurement was taken at a

time of typical daytime power consumption. The standard deviation of the magnetic field is

approximately 1 µT.
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Figure 9.9: Total PSD and standard deviation of the magnetic field vs frequency measured
directly underneath power lines on the Meyrin, CERN site.

The power lines carry AC currents, which have a fundamental frequency of 50 Hz. Dis-

tortions to the 50 Hz signal result in higher-order harmonics at 100 Hz, 150 Hz, 200 Hz, etc.

in the frequency spectrum. The odd harmonics typically have a larger amplitude compared

to the even harmonics. The distortions are introduced by non-linear loads on the grid. For

example, saturated transformers, rectifiers, switching mode power supplies, etc. [115].
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The peaks with the largest amplitude are the harmonics of 50 Hz, which the beam is not

sensitive to. However, there are additional peaks with significant amplitudes in between the

harmonics of 50 Hz, which can influence the beam. This means power lines are an important

SF source.

The amplitude of the current in the lines is determined by the electricity demand on the

grid. Usually, the demand on the grid is larger during the day than the night. Therefore,

one should expect smaller currents and therefore SFs during the night-time.

Impact of Mitigation

The impact of mitigation can be estimated by applying an appropriate transfer function to

the PSD. Figure 9.10 shows the impact of different mitigation techniques on the PSD of

SFs from power lines. The standard deviation of the SF with each mitigation technique is

summarised in Table 9.1. The mu-metal shield is the most effective mitigation technique.
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Figure 9.10: Total PSD and standard deviation of the magnetic field vs frequency from
power lines: without mitigation (blue); including a beam trajectory feedback system with
m = 2.5 (orange); including a 1 mm mu-metal shield (green) and with the feedback system
and mu-metal shield combined (red).
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Mitigation Standard Deviation, σB,M [nT]

None 980
Feedback System 39
Mu-Metal Shield 0.09
Feedback System

0.005
+ Mu-Metal Shield

Table 9.1: Standard deviation of the magnetic field from power lines with different mitigation
techniques.

Temporal Variation of Power

Figure 9.11 shows the power in the measured magnetic field as a function of time. There is

a regular pattern with a period of approximately 20 s present in the measurement.
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Figure 9.11: Power in the magnetic field vs time measured underneath the power lines on
the Meyrin, CERN site.

9.2.2 Sub-Power Stations

The Prevessin site contains a sub-power station, which is used to power the SPS. The location

of the sub-power station is shown in Figure 9.2.
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Power Spectral Density and Standard Deviation

Figure 9.12 shows the total PSD of the magnetic field measured on the 5th October, 2018

within a few metres of some transformers in the sub-power station on the Prevessin site.

The sub-power station is a large SF source. The standard deviation of the magnetic field is

a few µT.
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Figure 9.12: Total PSD and standard deviation of the magnetic field vs frequency measured
near the sub-power station on the Prevessin, CERN site.

Amplitude Modulation of 50 Hz Harmonics

An amplitude modulation is the variation of the amplitude of a signal with time. Examples

of amplitude-modulated signals are shown in Figure 9.13a. The normalised Fast Fourier

Transform (FFT) of these signals is shown in Figure 9.13b. There is a large peak in the

normalised FFT at the carrier frequency fc, which is surrounded by two smaller peaks, known

as sidebands. This is a characteristic feature of amplitude-modulated signals. The distance

between the carrier frequency and sidebands is determined by the modulation frequency fm

and the height of the sidebands is determined by the amplitude sensitivity am.

In the PSD shown in Figure 9.12, there are symmetric peaks around the odd harmonics

of 50 Hz. Around the 50 Hz peak, the surrounding peaks are at 16.7 Hz and 83.3 Hz. Such a

spectrum arises from an amplitude modulation of the 50 Hz at a frequency of fm = 33.3 Hz.
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Figure 9.13: Examples of sinusoidal amplitude-modulated signals. The signals are calculated
as u(t) = A(t) sin(2πfct), where fc is the carrier frequency, t is time, A(t) = 1+am sin(2πfmt)
is the amplitude, am is the amplitude sensitivity and fm is the modulation frequency. A carrier
frequency of fc = 50 Hz and modulation frequency of fm = 2 Hz was used.

Stability of 50 Hz Harmonics

Figure 9.14a shows the precise value of the fundamental frequency f1 (also known as the

first harmonic) over the measurement. The first harmonic is not exactly 50 Hz. Small

fluctuations of ±0.02 Hz occur over time scales of seconds and larger variations of ±0.08 Hz

occur on time scales of tens of seconds. The variation of the carrier frequency with time is

known as frequency modulation.
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(b) Third harmonic.

Figure 9.14: The first harmonic and third harmonic of the magnetic field vs time measured
near the sub-power station on the Prevessin, CERN site.

The third harmonic f3 is shown in Figure 9.14b. The frequency of the third harmonic
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follows the same temporal variation as the first harmonic. The variation in frequency con-

tributes to the broadness of peaks in the PSD.

Temporal Variation of Power

Figure 9.15 shows the power in the measured magnetic field as a function of time. There

is a very clear pulsing suspected to originate from the variation in power consumption from

the SPS. The pulses match the variation in the fundamental frequency.
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Figure 9.15: Power in the magnetic field vs time measured near the sub-power station on
the Prevessin, CERN site.

Breadth of 50 Hz Harmonics

The harmonics of 50 Hz are broader in the PSD measured near the sub-power station com-

pared to underneath the power lines. The breadth can arise from a drift in the frequency

of the peak (i.e. frequency modulation), spectral leakage due to the finite signal length (see

Appendix A) or distortions in the signal.

The repetition frequency of the CLIC beam will be fixed to the fundamental frequency

of the electricity supply. This means the PSD of the SFs experienced by the beam will

not include the broadening of peaks due to frequency modulation. A more representative

PSD can be calculated using a short segment of the measurement to exclude the effect of
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frequency modulation.

Figure 9.16 shows the total PSD calculated with a short segment of the measurement.

The PSD calculated using a short segment is noisier because the PSD was calculated by

averaging over less data. The peaks at harmonics of 50 Hz are sharper because there is

less frequency modulation. The remaining breadth in the peaks at harmonics of 50 Hz can

arise from spectral leakage and distortions. The impact of spectral leakage is minimised by

windowing, so the breadth is attributed to distortions in the signal.
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Figure 9.16: Total PSD of the magnetic field vs frequency from a sub-power station calculated
with the full measurement and a short segment of the measurement.
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Figure 9.17: Total PSD and standard deviation of the magnetic field vs frequency from
sub-power stations: without mitigation (blue); including a beam trajectory feedback system
with m = 2.5 (orange); including a 1 mm mu-metal shield (green) and with the feedback
system and mu-metal shield combined (red).
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Impact of Mitigation

Figure 9.17 shows the PSD of SFs from sub-power stations including the impact of different

mitigation techniques. The PSD calculated with a short segment of the measurement was

used. The standard deviation of the SF with each mitigation technique is summarised in

Table 9.2. Both the mu-metal shield and feedback system are needed to reduce the SF to

less than 0.1 nT.

Mitigation Standard Deviation, σB,M [nT]

None 5,100
Feedback System 200
Mu-Metal Shield 0.25
Feedback System

0.01
+ Mu-Metal Shield

Table 9.2: Standard deviation of the magnetic field from sub-power stations with different
mitigation techniques.

9.2.3 Integrated Simulations

CLIC Electrical Network

The electrical network for CLIC is described in [25]. It consists of a transmission and

distribution level:

• The transmission level transports power from the European grid to three surface sites

(points 1, 2 and 3) and underground. It operates at high voltages: 400 kV and 135 kV.

The transmission network is shown in Figure 9.18.

• The distribution level transports power from the surface sites to the end users at low

and medium voltage levels: 400 V to 36 kV. Currents on the order of 100 A will be

present in the CLIC tunnel.

The location of the planned sub-power stations and nearby power lines are shown in Fig-

ure 9.19. These will be significant SF sources for CLIC. The power lines run approximately



9.2 The Electrical Grid 145

Point 1

Point 3 Point 2

Distribution Networks Distribution NetworksDistribution Networks
and Drive Beam

400 kV

400/135 kV

135/36 kV135/36 kV 135/36 kV

Figure 9.18: Schematic diagram of the electrical network for CLIC at ECM = 380 GeV [25].
The blue boxes represent transformers in sub-power stations.
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Figure 9.19: Map of the location of CLIC at ECM = 380 GeV with respect to the CERN
sites and current accelerator projects [112]. Nearby infrastructure related to the electrical
network, such as power lines and sub-power stations (point 1, 2 and 3), are also shown.

parallel to the beamline, which means they will produce SFs in the transverse plane of the

beam. They are roughly 200 m away from the beamline.

The CLIC IP is at the same location as the point 1 sub-power station. This is near the

Prevessin site, which contains a sub-power station approximately 2 km away from the IP.
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Generator

The location of the power lines and sub-power stations can be used to characterise the spatial

variation of the SFs. The SF is modelled as a standing wave.

The SF amplitude of a particular frequency mode at the source location is given by

ai =
√

2σB,i =

√
2

∫ fi+1

fi

PB,M(f) df ≈
√

2PB,M(fi)∆f, (9.4)

where σB,i is the standard deviation of mode i, PB,M(f) is the PSD for the power lines or

sub-power station including the effect of a mitigation technique and ∆f = fi+1 − fi.

CLIC

Source

d(s)

ΔH(s)

ΔD = 100 m
x

y
θ

×
s

Figure 9.20: Orientation of CLIC with respect to the location of power lines and sub-power
stations. s is the longitudinal position along CLIC, which is orientated into the page. x and
y are horizontal and vertical directions with respect to the beam.

Figure 9.5 shows the SF amplitude from power lines is attenuated with 1/d, where d is

the distance. This is the expected spatial variation of the magnetic field from a line current.

For the sub-power stations a 1/d2 attenuation is assumed, which is the attenuation with

distance for a current loop. The amplitude at a location along CLIC is calculated as

Ai(s) =


ai/d(s) for power lines,

ai/d
2(s) for sub-power stations,

(9.5)

where d(s) is the distance from the source to CLIC as shown in Figure 9.20. The component
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of the SF in the horizontal and vertical plane with respect to the beam is calculated as

Ai,x(s) = Ai(s) sin θ = Ai(s)∆D/d(s),

Ai,y(s) = Ai(s) cos θ = Ai(s)∆H/d(s).

(9.6)

The SF is generated as

Bx(s, t) =
N∑
i=1

Ai,x(s) cos(2πfit+ φi,x),

By(s, t) =
N∑
i=1

Ai,y(s) cos(2πfit+ φi,y),

(9.7)

where N is the number of modes and φi,x and φi,y are uniformly distributed random numbers

between 0 and 2π. The SF Bx(s, t) and By(s, t) are generated separately for each sub-power

station and the power lines. The SF experienced by the beam is the summation of the SF

from each source. The SF kick is calculated with Equation (5.11) taking into account the

beam direction with respect to the SF.
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Figure 9.21: Standard deviation (RH scale) vs north coordinate (LH scale) and east coor-
dinate of the magnetic field from power lines and sub-power stations in the horizontal and
vertical direction with respect to the beam. CLIC is shown in orange.
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Spatial Profile

Figure 9.21 shows the standard deviation of SFs from power lines and sub-power stations

across the CLIC site. The power lines are a large SF source. The 1/d2 attenuation of SFs

from sub-power stations means the amplitude decays quickly.

The standard deviation of the SF along the CLIC beamline is shown in Figure 9.22.

Because the SFs from sub-power stations decay rapidly with distance, the standard deviation

is predominantly from the power lines. The standard deviation of the SF is similar to the

levels measured at accelerator facilities at CERN (see Chapter 11).
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Figure 9.22: Standard deviation of the magnetic field in the horizontal (blue) and vertical
plane (orange) with respect to the beam from power lines and sub-power stations vs position
along CLIC.

Luminosity Loss

Table 9.3 shows the luminosity loss with different mitigation techniques. Without mitigation,

practically all of the luminosity is lost. Neither the beam trajectory feedback system nor mu-

metal shield alone is enough to mitigate luminosity loss from SFs. However, the combination

of the feedback system and mu-metal shield is extremely effective.
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Mitigation Luminosity Loss, ∆L/L0 [%]

Using STE

None 94
Feedback System 34
Mu-Metal Shield 39
Feedback System

0.20
+ Mu-Metal Shield

Using NTE

None 93
Feedback System 23
Mu-Metal Shield 31
Feedback System

0.16
+ Mu-Metal Shield

Table 9.3: Luminosity loss due to SFs from power lines and sub-power stations. Values are
expressed as a percentage of Equation (3.3) for NTE or Equation (3.5) for STE. The error
on each value is less than 0.1%.

9.3 Transport Infrastructure

To examine the impact of SFs from local transport infrastructure, such as trains, trams

and cars, the magnetic field near a busy road, which contains a tram line, was measured.

Figure 9.23 shows the location of local transport infrastructure.

CERN Geographic 
Information System

0 1,300 2,600650
Mètres

CERN, SITG
14/11/2019±

Measurement Locations

Entrance A

Tram Line

Train Line

SPS

LHC

Figure 9.23: Map of the transport infrastructure near the Meyrin site [112]. The line marked
by red crosses outlines the Swiss-French border. Accelerators are marked by the blue lines.
Nearby transport infrastructure, such as tram and train lines, is also shown.
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Trams and Vehicles

Figure 9.24a shows the magnetic field measured at Entrance A. The two large spikes in

Figure 9.24a at the start and toward the end of the measurement are from passing trams.

The sensor was approximately 1 m away from the tram line. The other spikes are from large

passing vehicles.

The total PSD of the magnetic field is shown in Figure 9.24b. The broadband peak at low

frequencies in the PSD is characteristic of an impulse in the time domain. This feature is not

present in any of the ambient magnetic field measurements on the Meyrin site. Therefore, it

is safe to assume the SFs from trams and cars do not extend beyond a few hundred metres

from the source.
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Figure 9.24: Magnetic field vs time and total PSD of the magnetic field vs frequency mea-
sured near Entrance A on the 12th November, 2019.
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Beam Pipe

≈ 80 m
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Figure 9.25: Illustration of current leakage from trains. The flow of current is shown in red.
The train is shown in grey. The LEP beam pipe is shown in blue.
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Trains

A peak at 16.7 Hz is often observed in ambient magnetic field measurements. Figure 9.24b

shows a peak at 16.7 Hz and at higher-order harmonics. Electrified railways in Switzerland

operate at 16.7 Hz [116]. This could be the source of SFs at this frequency. The nearest

railway lines to CERN are shown in Figure 9.23.

Currents can leak from the railway lines and flow underground, e.g. along buried pipes.

This can lead to SFs from trains appearing several kilometres away from the railway lines.

This phenomenon impacted LEP at CERN. At the time of LEP, the train line in Figure 9.23

used DC power1. Typically, the current flows along a line above the train and returns along

the track as illustrated in Figure 9.25. However, a path of less resistance was provided by

LEP, which resulted in DC currents flowing along the beam pipe [117]. To prevent this from

happening with CLIC, the beam pipe will be grounded.

1They now operate with AC power.



Chapter 10

Technical Stray Magnetic Fields

Technical SFs are from elements of CLIC. These pose the greatest danger for CLIC. The char-

acteristic frequency spectrum and amplitude of technical SFs is a priori unknown. Dedicated

measurements were performed to characterise technical sources. This section systematically

reviews potential technical sources.

10.1 Magnets

Normal conducting accelerator magnets are typically formed by winding a coil around an iron

core. Current in the coil generates the magnetic field. The shape of the iron core determines

the spatial profile of the magnetic field. Iron exhibits a property known as hysteresis, which

was discussed in Chapter 7. This results in a remnant magnetic field even when there is no

current flowing through the coil.

Internal Field Stability

The magnetic field inside the core of a magnet, referred to as the internal field, is used to

guide a particle beam. Ripples in the internal field will be experienced directly by the beam.

This section presents measurements of the temporal stability of the magnetic field produced

152



10.1 Magnets 153

by a magnet, referred to as the magnet stability, which is expressed as σB/B, where σB is

the standard deviation and B is the static component of the magnetic field.

A magnet also has a peripheral field known as the fringe field. In magnet design, the term

SF often refers specifically to the fringe field. This work generalises SFs to any unwanted

magnetic field, either from magnets or external to the accelerator. Fringe fields are therefore

one type of SF.

The internal field can also have spatial imperfections, i.e. the desired spatial profile of the

internal field cannot always be exactly realised. However, because the spatial imperfections

are static this is not a concern.

Integrated simulations were performed to define temporal stability requirements for the

quadrupole magnets. These are presented in Table 10.1. For each pulse, a random fluctuation

sampled from a Gaussian distribution was applied to each quadrupole.

Section Requirement, σB/B

RTML 10−4

ML 10−4

BDS (Excluding FD) 10−5

FD 10−6

Table 10.1: Quadrupole stability requirements for specific sections. FD is the final doublet.

The relative magnetic strength error that can be tolerated is large. For magnets which

have B ≈ 1 T, ripples on the order of µT can be tolerated. The large ripple tolerances are

possible because the magnets are a relatively short fraction of the beamline. The sub-nT

tolerances described in Chapter 5 arise from the influence of SFs in long drifts.

CLIC Quadrupole Magnet

The magnet stability of a prototype quadrupole for CLIC was measured on the 12th March,

2019. Two sensors were used in this measurement. The geometry of the magnet and sensors

are shown in Figure 10.1. The magnetic field in the y-direction is studied below. This is

because both sensors could be accurately placed at the same height relative to the magnet.
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It is assumed that the same ripple is present in the internal and fringe field.

7 cm

10 cm
x

y

Figure 10.1: Measurement setup to characterise SFs from a CLIC quadrupole magnet.

A DC current was supplied to the magnet to produce a DC magnetic field. The current

could be supplied in one of two directions (polarities). Taking the difference of the magnetic

field measured with each polarity removes the background. Dividing the difference by two

gives the fringe field. Care was taken to ramp down the magnet strength before flipping

polarity to ensure hysteresis effects were avoided. A DC fringe field of By = (38± 1) µT was

measured at a distance of 7 cm from the edge of the magnet when a current of I = 200 A

was flowing through the coil of the magnet.

The AC magnetic field from the quadrupole can be measured using two sensors by ex-

ploiting the symmetry of the magnetic field. The location of the sensors with respect to

the magnet is shown in Figure 10.1. Equal and opposite fringe fields should be observed

in the y-direction by each sensor. The AC fringe field is found by taking the difference of

simultaneous measurements from each sensor and dividing by two. Figure 10.2 shows the

PSD of the fringe field of the quadrupole measured 7 cm from the edge of the magnet. The

standard deviation of the fringe field is σB,y = (3.9± 0.5) nT.

Combining these measurements, the magnet stability was measured to be

σB,y
By

= (1.0± 0.1)× 10−4, (10.1)

which is the desired level for the RTML and ML. This measurement is likely to be an

overestimation due to the limited alignment accuracy with respect to the magnetic centre of
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the quadrupole. It is likely that not all of the background was perfectly cancelled.

The magnet produces a broadband peak at 40 Hz, which is a frequency that will be

amplified by a beam trajectory feedback system. However, because the magnet stability is

at the level of the requirement (for the RTML and ML) this should not be a danger for

CLIC.
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Figure 10.2: PSD and standard deviation of the vertical fringe field vs frequency of a CLIC
quadrupole magnet.

CLEAR Quadrupole Magnet

The fringe field of a quadrupole magnet at the CLEAR facility was measured on the 30th

August, 2019. Two sensors were used in this measurement. One was placed 5 cm away from

the magnet and the other was 25 cm away from the magnet.

The current supplied to the magnet was varied and the magnetic field was recorded.

Only the sensor closest to the magnet was able to observe the fringe field of the magnet.

There was no change in the PSD of the magnetic field recorded by the far sensor. The total

PSD of the magnetic field recorded by the near sensor for different currents supplied to the

magnet is shown in Figure 10.3. This measurement contains both the fringe field and the

background magnetic field.

Peaks above 100 Hz begin to emerge as the current is increased. A broadband peak

around 230 Hz is particularly visible. The amplitude of the SF at 230 Hz varies linearly with
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the current in the magnet as expected from Ampère’s law [9].
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Figure 10.3: Total PSD and standard deviation of the fringe field vs frequency of a CLEAR
quadrupole magnet with different currents supplied to the magnet.

10.2 Power Cables

As described in Section 9.2.3 there will be cables carrying significant currents of up to 400 A

in the tunnel. Power cables to magnets will carry the most significant currents. These

currents are DC.

s

x
y

4 cm
+I −I

Figure 10.4: Measurement setup to characterise SFs from power cables. I is the current in
the cables and s is the distance from the cables.

To minimise the magnetic field from cables they are often arranged in pairs with currents

flowing in opposite directions. Alternatively, a pair of cables are twisted. Power cables to

magnets are never twisted, instead, they are arranged in parallel pairs. One cable delivers

current to the magnet and the other cable carries the return current.
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The simple geometry of a power cable means its magnetic field can be calculated using

the Biot-Savart law [9]. To verify this, a typical pair of power cables was characterised on

the 12th December, 2018. Figure 10.4 shows the arrangement of the cables.

Spatial Profile

The spatial profile of the DC magnetic field was measured as a function of distance from the

cables. To isolate the magnetic field of the cables from the background the polarity of the

current was flipped at each location. By taking the difference of the magnetic field recorded

for each polarity, the background is subtracted and the magnetic field corresponding to twice

the current in both cables is measured. A current of 20 A was chosen to ensure the sensor

was not saturated.

Figure 10.5 shows the spatial profile of the DC magnetic field. The measurement shows

good agreement with the Biot-Savart law, labelled Theoretical in Figure 10.5. The magnetic

field appears to drop rapidly with distance from the cables. This configuration of two cables

produces a magnetic dipole field, which has a spatial attenuation that decays as 1/s3 [114].
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Figure 10.5: DC magnetic field vs distance from the power cables: theoretical calculation in
the x and y-direction (green and red) and measurement in the x and y-direction (blue and
orange).
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Current Ripples

Of more interest in this work is the current ripple in the cables. Using the Biot-Savart law

the current can be inferred by measuring the magnetic field. To estimate the current, the

AC magnetic field was measured at different s-locations and the current was calculated using

the Biot-Savart law. The current inferred at each location was then averaged. Figure 10.6

shows the estimate of the current.
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Figure 10.6: Current in the power cables vs frequency.

Figure 10.6 shows there are ripples at harmonics of 50 Hz. This is expected because the

current is drawn from the electrical grid, which operates at 50 Hz. There are also ripples at

25 Hz, 75 Hz, etc. Such peaks arise from an amplitude modulation of the 50 Hz, which can

be introduced by power converters or can already be present in the electrical grid.

Ripples at harmonics of 50 Hz are not dangerous for the CLIC beam. However, ripples

that are introduced by amplitude modulation of the 50 Hz are at frequencies which can affect

the CLIC beam.

A ripple of approximately 0.01 A was measured at 50 Hz with a DC current of 40 A.

Therefore, one could expect a ripple of 0.1 A at 50 Hz for a DC current of 400 A. The magnetic

field this corresponds to depends on distance. Typically, in an accelerator environment power

cables run parallel to the beam, approximately 1 m away. At this distance, the current ripple

corresponds to a magnetic field of 10 nT, which is a significant amplitude. However, because



10.3 Radio-Frequency Systems 159

this variation is at 50 Hz, it should not pose a danger for CLIC.

10.3 Radio-Frequency Systems

The RF systems in an accelerator use electricity from the grid to accelerate a beam. A

typical RF system consists of a:

• Modulator : This converts AC power from the grid into high-voltage DC pulses.

• Klystron: This converts the DC power from the modulator into RF power.

• Waveguide: This transports the RF power from the klystron to an accelerating cavity.

• Accelerating cavity : This uses the RF power to accelerate the beam.

CLIC uses the drive beam instead of klystrons and modulators to generate RF power for

the ML cavities (see Section 2.2.2). However, RF cavities in the DR and RTML and crab

cavities in the BDS will use klystrons and modulators to generate RF power.

XBOX3

The XBOX3 test stand [118] is used for the research and development of CLIC accelerating

cavities. It provides 200-300 ns RF pulses of 60 MW peak power at a repetition frequency up

to 400 Hz. The test stand consists of four Toshiba 6 MW klystrons, which provide 5 µs pulses,

and four Scandinova modulators. The peak power of 60 MW is produced using a combination

scheme, which compresses and combines the pulses from a number of klystrons [118].

Two studies were performed at the XBOX3 test stand on the 15th November, 2019. The

first was an on/off study to examine the frequency content of the SFs from RF systems and

another that looked at SFs from waveguides. A diagram of the layout of XBOX3 is shown

in Figure 10.7.
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HIGH GRADIENT 
X-BAND TEST FACILITY

Modulators and Klystrons Accelerating CavitiesWaveguides

1 m

70 cm

Figure 10.7: Measurement setup to characterise SFs at the XBOX3 test stand. Four CLIC
accelerating cavities are housed inside the enclosure shown in blue. The modulators and
klystrons are shown in black and the waveguides are shown in green.
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Figure 10.8: Total PSD and standard deviation of the magnetic field vs frequency at the
XBOX3 test stand with the RF systems on (blue) and off (orange).

The total PSD of the magnetic field measured in proximity to the RF systems while they

were on and off is shown in Figure 10.8. The location of the sensor is shown in Figure 10.7.

The PSD with the system on is characteristic of an impulse in the time domain with a

repetition frequency of 50 Hz. There is also a slight broadening of peaks at harmonics of

50 Hz when the system is on.

The frequency range of the sensor is up to a few kHz. Therefore, it is unable to measure

SFs directly from the RF, which is at a frequency of 12 GHz. Changing the peak power

output of the klystrons had no impact on the measured SF. Currents from the discharging of

the modulator give rise to the measured SFs. A standard deviation of approximately 20 nT
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can be attributed to the modulators.

RF systems operate at the repetition frequency of the beam. Therefore, SFs from RF

systems should not pose a danger for CLIC. SFs from RF systems can also be mitigated

by placing the klystrons and modulators far from the beamline. Alternatively, they can be

surrounded with a magnetic shield.

SFs at XBOX3 were observed even when the modulators were off. These SFs arise from

eddy currents induced in the waveguide from the ambient magnetic field. A magnetic field

consistent with an AC current of 0.1 A running along the waveguide was measured. To

mitigate these SFs the waveguides should be grounded.

CLEAR

An on/off study was performed with the RF systems in the CLEAR beamline on the 4th

March, 2019. The on/off measurements were repeated several times. The total PSD of the

magnetic field measured approximately 1 m away from the RF cavities in CLEAR is shown

in Figure 10.9. The klystrons and modulators are housed in a room above the beamline,

approximately 5-10 m away from the sensor.
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Figure 10.9: Total PSD and standard deviation of the magnetic field vs frequency measured
near the RF systems in CLEAR with the systems on (blue) and off (orange).

The RF systems in CLEAR were operating with a repetition frequency of 10 Hz. Fig-

ure 10.9 shows the amplitude of the magnetic field at harmonics of 10 Hz has increased. A
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standard deviation of a few nT can be attributed to the RF systems.

The RF frequency of the CLEAR cavities is 2 GHz, well beyond the frequency range of

the sensor. Therefore, the observed magnetic field is not directly related to the RF inside

the cavities. Instead, the SFs are likely to be from the klystrons and modulators.

10.4 Ventilation Systems

Near the CLEAR beamline, there is a room which houses the fans and equipment for the

ventilation system - this is the ‘ventilation room’. A one-minute measurement of the magnetic

field inside the ventilation room was performed every ten minutes from the 16th March, 2019

to the 26th March, 2019.

A clear pattern emerged in the magnetic field. This pattern was correlated to the temper-

ature of the CLEAR beamline. The standard deviation of the magnetic field and temperature

of the CLEAR beamline are shown in Figure 10.10. The variations in the standard devia-

tion are generated by the ventilation system turning on and off, which is triggered by the

temperature of the beamline.

16/03 00:00

17/03 00:00

18/03 00:00

19/03 00:00

20/03 00:00

21/03 00:00

22/03 00:00

23/03 00:00

24/03 00:00

25/03 00:00

26/03 00:00

Time, t [dd/mm hh:mm]

200

250

300

350

400

450

S
ta

n
d

ar
d

D
ev

ia
ti

on
,
σ
B

(t
)

[n
T

]

20.0

20.5

21.0

21.5

22.0

22.5

23.0

23.5

24.0

T
em

p
er

at
u

re
,
T

(t
)

[◦
C

]

Figure 10.10: Standard deviation of the magnetic field recorded in the CLEAR ventilation
room (LH scale, blue) and the temperature of the CLEAR beamline (RH scale, orange) vs
time.
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Date [dd/mm/yy] Time, t [hh:mm] Standard Deviation, σB [nT]

15/03/19 12:30 371
16/03/19 10:30 357
17/03/19 9:20 412
21/03/19 9:10 381
22/03/19 12:30 398
23/03/19 11:10 410
24/03/19 10:20 383
25/03/19 11:50 417

Table 10.2: Date and time of spikes in the standard deviation of the magnetic field measured
in the CLEAR ventilation room.

The standard deviation generally remains within 225-300 nT and follows the same oscilla-

tions as the temperature in the beamline. However, there are sudden spikes in the magnetic

field on most days where the standard deviation almost doubles. There are no two consecu-

tive measurements that both contain the spike, i.e. the large standard deviation disappears

within the ten minutes between measurements. The magnitude and time of these spikes are

summarised in Table 10.2. The spikes consistently occur during the daytime, usually in the

morning. It is possible that spikes in the standard deviation also occurred on the 18th, 19th

and 20th March, 2019, but occurred in the ten minutes between measurements.

The total PSD with the ventilation system off is shown in Figure 10.11a. When the

ventilation system is running there are three different modes which can be distinguished by

the frequency content of the magnetic field. These three modes are shown in Figures 10.11b-

10.11d. Stage 1 occurs when the ventilation system initially turns on and when it is turning

off. The total PSD of the magnetic field then alternates between stages 2 and 3 over cycles

of approximately one hour.

The magnetic field measured on the 7th February, 2019 at four locations in the CLEAR

beamline is shown in Figure 10.12. The ventilation system was in stage 2 during the time of

measurement. There is a clear spatial profile, where the amplitude decreases with distance

from the ventilation room. This suggests the source is within the ventilation room.

As mitigation, the ventilation system can be housed an appropriate distance from the

beamline. Alternatively, in a shielded room to prevent SFs from reaching the beam.
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(a) 13:40, 18/03/19 - Ventilation off.
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(b) 13:50, 18/03/19 - Ventilation on, stage 1.
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(c) 18:20, 18/03/19 - Ventilation on, stage 2.
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(d) 18:50, 18/03/19 - Ventilation on, stage 3.

Figure 10.11: Total PSD of the magnetic field vs frequency measured at different times in
the CLEAR ventilation room.
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Figure 10.12: Total PSD and standard deviation of the magnetic field vs frequency at dif-
ferent distances s from the CLEAR ventilation room.
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10.5 Lights

Measurements were performed to examine SFs from lighting systems in CLEAR. The light-

ing system includes standard fluorescent light tubes, which are often found in modern build-

ings. Fluorescent lights contain rectifiers, which are devices that convert AC power into DC

power [119]. Rectifiers are known to produce strong harmonic distortion [115].

An on/off study was performed on the 30th August, 2019. The measurements were

repeated several times with the lights on and off. The total PSD of the magnetic field

measured with the lights on and off is shown in Figure 10.13. The ventilation system was

off during the measurement.
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Figure 10.13: Total PSD and standard deviation of the magnetic field vs frequency with the
lights on (blue) and off (orange) in CLEAR. The sensor was approximately 1 m away from
the lights.

The lights produce SFs at harmonics of 50 Hz. The standard deviation that can be

attributed to the lights is small, less than 1 nT. As these SFs are at harmonics of 50 Hz and

their amplitude is small, they should not pose a danger for CLIC.
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10.6 Other Elements

On/off measurements were performed in CLEAR with vacuum pumps, BPMs and cameras.

No significant change in the measured magnetic field could be attributed to these elements.

This could be because the sensor was not close enough to the source, the SF is less than the

background, or it is not a source. Further measurements are necessary to characterise these

elements.



Chapter 11

Stray Magnetic Fields in Accelerator

Environments

Chapters 8-10 looked at specific SF sources. This chapter presents measurements of the

ambient magnetic field in the vicinity of a live accelerator. Such environments include SFs

from all sources (natural, environmental and technical). Two accelerator facilities were

surveyed: CLEAR and the LHC.

Measurements at both facilities occurred at a time without beam and did not contain

running RF systems. As discussed in Section 10.3, RF systems operate at the repetition

frequency of the beam, which means SFs are effectively static to the beam. Therefore, the

absence of RF in these measurements is not a serious concern. All other accelerator elements

were operational, this includes magnets, vacuum pumps, cooling, ventilation, cryogenics,

lighting, etc.

Of interest in this work is the SF seen by the beam. Therefore, measurements should

be taken with the sensor inside the beam pipe. However, measuring inside the beam pipe

is impractical due to the limited space and access. Accurately positioning and moving the

sensor inside the beam pipe is also difficult. The measurements presented in this chapter

were taken outside the beam pipe. All known SF sources exist outside the beam pipe, e.g.

cables, klystrons, ventilation systems, etc.

167
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11.1 The CLEAR Facility

The ambient magnetic field in the CLEAR facility was surveyed. CLEAR was formerly the

CLIC Test Facility 3, and therefore contains elements similar to those that would be used

in CLIC. CLEAR is the closest representation of a CLIC-like beamline at CERN.

Measurements

The measurements spanned the full length of the beamline, approximately 41 m. The el-

ements in the beamline are shown in Figure 11.1. There was a wide variety of elements

including magnets, BPMs, vacuum pumps, etc. in the beamline. The longitudinal position

along the beamline is denoted by s, with s = 0 m at the location of the electron gun. The

location of the sensors with respect to the beamline is shown in Figure 11.2.
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Figure 11.1: Schematic diagram of the elements in the CLEAR beamline. Relative lengths
are to scale.
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Figure 11.2: Location of sensors with respect to the CLEAR beamline.

The measurements were performed with two sensors and lasted one minute. Each sensor

recorded the magnetic field in the three orthogonal directions x, y and z shown in Figure 11.2.
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One sensor was kept stationary at s = 22 m and the other sensor was moved to a different

s-position in between measurements.

The measurements were performed over the course of one hour on the 30th August, 2019.

A current of 200 A was supplied to all quadrupoles, which is similar to the currents that

would be supplied to CLIC magnets. The ventilation system was turned off to isolate SFs

from the beamline.

Power Spectral Density and Standard Deviation

The PSD of the magnetic field in the x, y and z-direction and total PSD is shown in

Figure 11.3. Frequencies below 100 Hz have larger amplitudes compared to above 100 Hz.

The most prominent peak is at 50 Hz, which arises from the electrical grid.

The sensor was saturated in the region s = 13 m to 19 m in the x and z-direction. This

saturation is due to the static magnetic field being beyond the detectable range of the sensor.

The saturation is suspected to arise from iron in the ground, which has a large remnant

magnetic field (see Figure 7.2). The sensor consists of three independent coils. Therefore,

the unsaturated y-component is still accurate. The magnetic field variations in this region

are likely to be similar to the rest of the beamline, but cannot be measured because of the

saturation.

The standard deviation of the magnetic field as a function of position is shown in Fig-

ure 11.4. The standard deviation appears to be relatively low for most of the beamline,

approximately at the level of 10 nT. There is a large magnetic field source near the electron

gun, where the standard deviation is almost 60 nT. Apart from the electron gun, there is no

clear correlation between standard deviation and accelerator elements.
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(a) x-direction.
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(b) y-direction.
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(c) z-direction.
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Figure 11.3: PSD of the magnetic field measured in CLEAR (RH scale) vs location (LH
scale) and frequency.
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Figure 11.4: Standard deviation of the magnetic field in the x-direction (blue), y-direction
(orange), z-direction (green) and total (red) vs position along CLEAR.
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Impact of Mitigation

The total PSD averaged over all locations is

PB(f) =
1

M

M∑
i=1

PB(f, si), (11.1)

where M is the number of measurement locations. This can be used to represent the PSD of

SFs in CLEAR. Locations where the x and z-component were saturated were not included

in the average.

The impact of a mitigation technique can be estimated by applying the appropriate

transfer function to the PSD of SFs. Figure 11.5 shows the impact of different mitigation

techniques on the average total PSD of SFs in CLEAR. Table 11.1 summarises the standard

deviation with each mitigation technique.

Without mitigation, the standard deviation is 23 nT. Including the beam trajectory feed-

back system, the standard deviation is 2.1 nT, which is above the required level of 0.1 nT.

The mu-metal shield is the most effective mitigation technique, which reduces the standard

deviation to 2 pT. Including the beam trajectory feedback system and mu-metal shield, the

standard deviation is 0.5 pT.
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Figure 11.5: Average total PSD and standard deviation of the magnetic field vs frequency
measured in CLEAR: without mitigation (blue); including a beam trajectory feedback system
with a gain of m = 2.5 (orange); including a 1 mm mu-metal shield (green) and with the
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Mitigation Standard Deviation, σB,M [nT]

None 23
Feedback System 2.1
Mu-Metal Shield 2.0× 10−3

Feedback System
0.5× 10−3

+ Mu-Metal Shield

Table 11.1: Standard deviation of the magnetic field in CLEAR with different mitigation
techniques.

11.2 The LHC

The LHC represents a realistic magnetic environment for an accelerator. Although the LHC

and CLIC utilise different technologies: the LHC contains superconducting magnets, whereas

CLIC is a normal conducting machine, they are both located at CERN and are at the same

depth underground.

Measurements

The ambient magnetic field was measured near the CMS detector, this is point 5 of the

LHC. Specifically, the measurements were taken in LSS5, which is the long straight section

preceding the CMS detector. The measurements were performed on the 29th April, 2019

during long shutdown 2.

Lighting

Beamline 1.1 m

x
y

z

1 m

Power
Distribution
Cables

2.15 m

Figure 11.6: Location of the sensors in the LHC tunnel with respect to the beamline.
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The measurement procedure involved placing the four sensors on a parallel line alongside

the beamline at different longitudinal positions, denoted by s. A diagram of the placement of

the sensors is shown in Figure 11.6. They were approximately 1 m away from the beamline.

The magnetic field in three orthogonal directions: x, y and z in Figure 11.6, was measured.

Each measurement lasted one minute. The sensors were then moved to a new location in

between measurements. A 40 m section of the beamline was mapped with a spacing of 1 m

between sensors. One sensor was kept stationary as a reference at s = 30 m.

0 10 20 30 40

s [m]

XRPT XRPT XRPTVAC VAC VACQ5 Q4
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XRPT   – Roman Pot 
VAC      – Vacuum Pump 
Q5, Q4  – Quadrupole 
JBCAE – Shielding Block 
TCL      – Collimator 
BPTX   – Beam Position Monitor

HALF CELL 5L5

Figure 11.7: Schematic diagram of the elements in the beamline near point 5 of the LHC.
Relative lengths are to scale.

Beamline Description

A schematic diagram of the elements in the beamline is shown in Figure 11.7. The beamline

includes:

• Two roman pots (XRPT), which are particle detectors used for machine protection [120].

• Three vacuum pumps (VAC), which are used to maintain the vacuum inside the beam

pipe.

• Two quadrupoles (Q5, Q4). These are the fifth and fourth closest quadrupoles to the

IP at CMS.

• One concrete shielding block (JBCAE).

• One collimator (TCL), which is used to collimate the beam before collision.

• One BPM (BPTX).
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Power Spectral Density and Standard Deviation

The PSD of the magnetic field in the x, y and z-direction and total PSD is shown in

Figure 11.8. The x and y-components are relatively homogeneous over the length of the

beamline. The z-component has the smallest amplitude. The most prominent peaks are at

harmonics of 50 Hz, which are from the electrical grid. Frequencies close to 1 Hz also have

large amplitudes.
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(a) x-direction.
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(b) y-direction.
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(c) z-direction.
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Figure 11.8: PSD of the magnetic field measured in the LHC tunnel (RH scale) vs location
(LH scale) and frequency.

The smallest, largest and average total PSD is shown in Figure 11.9. The average total

PSD was calculated with Equation (11.1). The largest magnetic field was measured at

s = 13 m, which is near the concrete block (JBCAE), and the smallest magnetic field was

measured at s = 5 m, which is just before a quadrupole (Q5).
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Figure 11.9: Largest (blue), average (orange) and smallest (green) total PSD and standard
deviation of the magnetic field vs frequency measured in the LHC tunnel.
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Figure 11.10: Standard deviation of the magnetic field in the x-direction (blue), y-direction
(orange), z-direction (green) and total (red) vs position along the LHC beamline.

The standard deviation of the magnetic field as a function of position is shown in Fig-

ure 11.10. There is no clear correlation between the standard deviation and the location of

elements.

The amplitude of the magnetic field in the x and y-direction is similar and the smallest

component is in the z-direction. This is consistent with a line current running in the z-

direction. Assuming the line current is at the location of the power distribution cables in

Figure 11.6, the measurements are consistent with a net current of approximately 0.5 A

running along the cables. This is a relatively modest current, which suggests there must be

a cancellation effect from currents flowing in opposite directions in different cables.
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Specific Peaks

Most significant peaks in the PSD are in the frequency range 0-200 Hz. Above 200 Hz, the

only significant peaks are the harmonics of 50 Hz. Figure 11.11 identifies specific peaks in

the range 0-200 Hz. The PSD in Figure 11.11 is the average total PSD measured by the

reference sensor,

PB,ref(f) =
1

M

M∑
i=1

PB,i(f, sref), (11.2)

where PB,i(f, sref) is PSD of the ith measurement made by the reference sensor and M is the

number of measurements.
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Figure 11.11: Average total PSD of the magnetic field vs frequency measured by the reference
sensor in the LHC tunnel (blue) with significant peaks highlighted: harmonics of 50 Hz
(orange); 16.7 Hz peak (red); peak from modulation (green and purple).

The peaks can be divided into four groups related to their suspected origin. The orange

peaks at harmonics of 50 Hz are characteristically from the electrical grid. The red peak at

16.7 Hz is also suspected to originate from the electrical grid. The peaks that are symmetric

around the 50 Hz and 100 Hz, i.e. the purple and green peaks, arise from the amplitude mod-

ulation of the carrier frequency, which are suspected to originate from the power converters.

The precise frequency of the specific peaks is summarised in Table 11.2.
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Colour Frequency, f [Hz]

Orange 49.989, 98.776, 149.961, 199.954
Red 16.697

Green
25.514, 125.497
74.540, 174.424

Purple
20.039, 22.339, 31.945, 36.157, 40.801, 45.443
79.979, 77.642, 68.037, 63.816, 59.197, 54.521

Table 11.2: Precise frequency of the peaks in Figure 11.11. The error on each frequency is
±0.004 Hz.

Dynamic Power Spectral Density

Each measurement was over a one-minute period. In this period, SF sources may be switched

on or off, which could lead to peaks appearing or disappearing over the course of the mea-

surement. The PSDs in the previous section would not observe this because they display

an average over the one-minute measurement. A dynamic PSD can be used to examine the

temporal behaviour. A dynamic PSD calculates a PSD with a short segment of the signal

as a function of time.
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Figure 11.12: Total PSD of the magnetic field measured in the LHC tunnel (RH scale) vs
frequency (LH scale) and time.

The dynamic total PSD of the magnetic field recorded by the reference sensor in one of

the measurements is shown in Figure 11.12. A period of 0.5 s was used to calculate the PSD

at each instance in time. It is clear the frequency of the peaks are stable for the duration of
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one minute. Very low frequencies, close to 1 Hz, show some power variation over one minute.

The variation does not seem to be periodic.

Reference Sensor Standard Deviation

The reference sensor at s = 30 m can be used to examine the temporal variation over the

course of the measurements. The standard deviation of the magnetic field measured by the

reference sensor is shown in Figure 11.13. The variation in the standard deviation is fairly

random. The range is a few nT.
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Figure 11.13: Standard deviation of the magnetic field vs time measured by the reference
sensor at s = 30 m in the LHC tunnel.

Normalised Power Spectral Density

Magnetic field maps were measured with a limited number of sensors (four). Therefore, not

all measurements at the 40 locations are simultaneous. This can lead to a temporal variation

of the amplitude appearing as a spatial variation. The temporal variation can be removed

by normalising the PSD by the PSD measured at the reference location,

PB,n(f, s) =
PB(f, s)

PB(f, sref)
, (11.3)
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where PB(f, s) is the PSD measured at location s. Performing such a normalisation relies on

the temporal variation being common for the measurement and reference location. A value

of one corresponds to the same amplitude being recorded at the measurement and reference

location.

Figure 11.14 shows the normalised total PSD across the section. Most of the section

has the same amplitude as the reference. There are two hot spots at the location of Q4

and Q5 where the normalised total PSD is much greater than one. These hot spots are

at the frequencies 25, 75, 125 and 175 Hz. Q4 and Q5 are suspected to emit these SFs.

Previous measurements of SFs from power cables for magnets (Section 10.2) show SFs at

these frequencies.
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Figure 11.14: Normalised total PSD of the magnetic field measured in the LHC tunnel (RH
scale) vs location (LH scale) and frequency.

The normalised total PSD describes the SF amplitude with respect to the reference sensor.

A SF is described as a standing wave with a sinusoidal temporal variation. A normalised

total PSD of one does not mean the value of the SF is the same at each location, rather the

amplitude is the same. The SF value can be different due to a phase difference.

Correlation

The correlation describes the phase difference between two signals (see Appendix A). It takes

a value between -1 and +1. A value of +1 occurs when there is a phase difference of zero
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and -1 occurs when there is a phase difference of 180◦. The correlation is only meaningful if

the signals are coherent (i.e. the phase difference remains constant). The correlation has a

value of zero if there is a phase difference of 90◦ or if the signals are incoherent.
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101 102 103

Frequency, f [Hz]

0

5

10

15

20

25

30

35

L
oc

at
io

n
,
s

[m
]

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

C
or

re
la

ti
on

,
C
B
,z

(f
,s

)

(c) z-direction.

Figure 11.15: Correlation of the magnetic field with respect to a reference sensor at s = 30 m
measured in the LHC tunnel (RH scale) vs location (LH scale) and frequency.

The correlation of the magnetic field in the x, y and z-direction with respect to the

reference sensor at s = 30 m is shown in Figure 11.15. The magnetic field is highly correlated

for low frequencies (below 10 Hz) in the x and y-direction. In the z-direction the magnetic

field flips direction several times. This is consistent with elements in the beamline with

a high iron content attracting the magnetic field. The locations of anti-correlated motion

coincide with the minima of standard deviation shown in Figure 11.10.
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Coherence

A coherence spectrum can be used to examine whether different frequencies have a constant

phase difference (see Appendix A). A signal is said to be incoherent if the coherence is close

to zero and coherent if the coherence is close to one. The coherence gives no information

regarding the value of the phase difference.
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Figure 11.16: Coherence of the magnetic field with respect to a reference sensor at s = 30 m
measured in the LHC tunnel (RH scale) vs location (LH scale) and frequency.

The coherence of the magnetic field in the x, y and z-direction with respect to the

reference sensor at s = 30 m is shown in Figure 11.15. In the x and y-direction, the magnetic

field is coherent for low frequencies (below 10 Hz) and incoherent for high frequencies (above

1 kHz). In between the magnetic field is coherent for length scales of 10 m. In the z-direction,

there is generally low coherence. In the frequency range 10-100 Hz, there are small hot spots
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of coherence scattered along the beamline. Outside of the range 10-100 Hz the magnetic field

is completely incoherent.

Impact of Mitigation

Figure 11.17 shows the effect of different mitigation techniques on the average total PSD of

the magnetic field in the LHC tunnel. The average total PSD was calculated with Equa-

tion (11.1). Table 11.3 summarises the standard deviation of the magnetic field with each

mitigation technique.
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Figure 11.17: Average total PSD and standard deviation of the magnetic field vs frequency
measured in the LHC tunnel: without mitigation (blue); including a beam trajectory feed-
back system with a gain of m = 2.5 (orange); including a 1 mm mu-metal shield (green) and
with the feedback system and mu-metal shield combined (red).

Mitigation Standard Deviation, σB,M [nT]

None 54
Feedback System 3.0
Mu-Metal Shield 4.6× 10−3

Feedback System
0.6× 10−3

+ Mu-Metal Shield

Table 11.3: Standard deviation of the magnetic field in the LHC tunnel with different miti-
gation techniques.

Without mitigation there is a standard deviation of 54 nT. The beam trajectory feedback

system reduces the SF to a standard deviation of 3 nT. The feedback system alone is not

enough to mitigate the SF. The mu-metal shield is an extremely effective mitigation tech-
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nique. The standard deviation of the SF including the mu-metal shield is 4.6 pT. For the

beam trajectory feedback system and mu-metal shield combined, the standard deviation is

0.6 pT.

11.3 Modelling

Developing a realistic model for SFs in CLIC is challenging. Ultimately, a model must be

developed from dedicated measurements after construction.

SF measurements at CLEAR and in the LHC tunnel were described in Sections 11.1

and 11.2. Both facilities have similar amplitudes. Unfortunately, a section of the CLEAR

beamline could not be mapped due to the static component of the magnetic field saturating

the sensor. Therefore, the CLEAR measurements are only over a limited distance. This

makes developing a model from the CLEAR measurements difficult.

This section develops a two-dimensional PSD model for SFs based on the LHC measure-

ments. There are two characteristics of SFs that must be accurately captured in the model:

the amplitude and the spatial correlation.

Amplitude

The amplitude of the magnetic field measured in the LHC tunnel was similar in the two

transverse directions to the beam (x and y in Figure 11.6). The y-component measurements

will be used to develop a model. The average PSD of the magnetic field in the y-direction

measured by the reference sensor is shown in Figure 11.18.

Figure 11.8 shows the amplitude is relatively constant over the measured section. There-

fore, a PSD measured at one location can be representative of the amplitude across the entire

section. The PSD shown in Figure 11.18 will be used to characterise the PSD of SFs. The

standard deviation of the SF is approximately 30 nT.
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Figure 11.18: SF PSD and standard deviation in an accelerator environment vs frequency.

Correlation

The SF model should reproduce the correlation shown in Figure 11.15b. There are three

different regions in Figure 11.15b:

• Frequencies below 10 Hz, which are highly correlated over the section.

• Frequencies between 10 Hz and 400 Hz, which are correlated over length scales of 10 m.

• Frequencies above 400 Hz, which are uncorrelated.

Two-Dimensional Power Spectral Density

The SF is described as a set of modes, each with a particular frequency fi and wavelength

λj (or equivalently wavenumber kj = 2π/λj). The two-dimensional PSD determines the

amplitude of each mode as

aij =
√

2σB,ij =

√
2

∫ kj+1

kj

∫ fi+1

fi

PB(f, k) dfdk ≈
√

2PB(fi, kj)∆f∆k, (11.4)

where σB,ij is the standard deviation of each mode, ∆f = fi+1 − fi and ∆k = kj+1 − kj.
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Wavenumber Distribution

The PSD in Figure 11.18 characterises the power distribution over different frequencies. To

calculate a two-dimensional PSD, the power in each frequency must be distributed over

different wavenumbers. The distribution over wavenumbers determines the spatial correla-

tion of the SF. If there are many modes of differing wavenumber, their superposition leads

to an uncorrelated SF. Whereas if the modes have similar wavenumbers, the SF is highly

correlated.

Simultaneous measurements at many locations are required to determine the wavenumber

spectrum. However, only a maximum of four sensors was available for measurements. This

is not enough to parameterise a wavenumber spectrum from measurements.

A particular functional form for the wavenumber spectrum must be assumed. One can

intuitively choose a wavenumber spectrum by considering different spatial profiles one wishes

to produce. For example, a completely random spatial variation at each location corresponds

to a uniform wavenumber spectrum. The integral of the wavenumber spectrum must be

finite, otherwise it corresponds to a process with infinite power, which is not physical.

A Gaussian function was used to distribute power over different wavenumbers. The power

density of a mode with frequency fi and wavenumber kj is given by

PB(fi, kj) = PB(fi)

√
2

πα2
exp

(
− k2

j

2α2

)
, (11.5)

where PB(fi) is the power density of frequency mode i and α is half the width of the distri-

bution. The factor
√

2/(πα2) was introduced to ensure the two-dimensional PSD correctly

recovers the one-dimensional PSD PB(f) after integrating over all wavenumbers,

PB(f) =

∫ ∞
0

PB(f, k) dk. (11.6)

The half width α is parameterised from measurements to produce a desired spatial corre-

lation. A small value for α produces a SF which is correlated over large distances, whereas a
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large value for α produces a SF which is only correlated over short distances. The following

widths were found to reproduce the correlation measured in the LHC tunnel,

α =


0.002π for f ≤ 10 Hz,

0.04π for 10 Hz < f ≤ 400 Hz,

0.5π for f > 400 Hz.

(11.7)

Generator

The SF is represented as a grid of zero length dipoles. The purpose of the generator is to

calculate the kick applied by each dipole. With a dipole spacing of 1 m, only wavelengths

of λmin > 2 m can be represented. This corresponds to a maximum wavenumber of kmax =

2π/λmin = π.

The SF is modelled as a standing wave. The SF at location s and time t is given by

B(s, t) =
∑
i

∑
j

aij cos(kjs+ θj) cos(2πfit+ φij), (11.8)

where θj and φij are uniformly distributed random numbers between 0 and 2π. The com-

putational efficiency of calculating Equation (11.8) can be improved by calculating a time-

dependent amplitude,

Aij(t) = aij cos(2πfit+ φij), (11.9)

and calculating the SF as

B(s, t) =
∑
i

∑
j

Aij(t) cos(kjs+ θj). (11.10)

This significantly reduces the computation time because Aij(t) only needs to be calculated

once per time step.

The SF in the horizontal and vertical direction is calculated independently with dif-

ferent random phases θj and φij. The SF kick applied by each dipole is calculated using
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Equation (5.11) taking into account the beam direction with respect to the SF.

The generator was used to sample the SF in a 40 m section of the beamline. Figure 11.19

shows the PSD and correlation of the SF from the generator. The generator is able to

accurately reproduce the features measured in the LHC tunnel.
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Figure 11.19: A sample from the generator. Left: SF PSD (RH scale) vs location (LH scale)
and frequency. Right: correlation with respect to the SF at s = 30 m (RH scale) vs location
(LH scale) and frequency.

Comparison to Ground Motion Models

The PSD of different GM models are shown in Figure 4.1. The PSD of GM and SFs are

very different. The noise floor of the GM PSD decays very rapidly, approximately as 1/f 4,

whereas the noise floor of the SF PSD looks flat. The SF PSD also has a high number of

narrowband peaks, whereas the GM PSD has a one or two broadband peaks.

The modelling of SFs is based on a different physical picture to the models for GM.

In GM, the frequency and wavelength of the waves are related by Equation (4.3). Such a

description means the temporal and spatial variation of GM are related. I.e. waves with

long wavelengths must also be waves with low frequencies. This is not the case for SFs.

The frequency does not determine the wavelength. In the modelling of SFs, for any given

frequency there are waves with all possible wavelengths. The amplitude of each wave is

chosen to produce the desired characteristics.
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11.4 Integrated Simulations

The two-dimensional PSD model described above was used in integrated simulations of

CLIC at ECM = 380 GeV. Table 11.4 shows the luminosity loss including a beam trajectory

feedback system with a gain of m = 2.5 and a 1 mm mu-metal shield in sensitive regions

(VT, LTL, ECS and FFS).

Using NTE, there is a significant luminosity loss of 43% without mitigation, 15% if only

the beam trajectory feedback system is used or 2% if only a mu-metal shield is used. The

combined use of a beam trajectory feedback system and mu-metal shield is very effective,

which using NTE reduces the luminosity loss to 0.4%.

Mitigation Luminosity Loss, ∆L/L0 [%]

Using STE

None 57
Feedback System 31
Mu-Metal Shield 3.4
Feedback System

1.0
+ Mu-Metal Shield

Using NTE

None 43
Feedback System 15
Mu-Metal Shield 2.0
Feedback System

0.4
+ Mu-Metal Shield

Table 11.4: Luminosity loss due an accelerator environment SF. Values are expressed as a
percentage of Equation (3.3) for NTE or Equation (3.5) for STE. The error on each value is
less than 0.1%.



Chapter 12

Design Choices

This chapter describes the design choices in CLIC relating to dynamic imperfections. The

proposed mitigation strategy is summarised along with alternative options. The feasibility

of an alternative high-luminosity design is discussed. The key changes from the first stage

to the final high-energy stage are described along with the impact of dynamic imperfections.

12.1 Mitigation Options

The effectiveness of various mitigation systems for dynamic imperfections was described in

the previous chapters. This section proposes a consistent and effective strategy for miti-

gating the combined effects of GM and SFs in CLIC. The advantages and disadvantages of

alternative options are also discussed.

Beam Trajectory Feedback System

The beam trajectory feedback system will be an essential part of CLIC to cure beam jitter

and limit emittance growth in the machine. This feedback system will amplify perturbations

to the beam at some frequencies while suppressing others. Generally, the feedback system is

good at suppressing perturbations that are slow compared to the repetition frequency. The

189
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gain of the feedback system can be optimised to maximise its impact. The gain must be

chosen carefully to ensure the collective impact of dynamic imperfections is mitigated.

The optimum gain in the real machine depends on the level of GM and SFs in the CLIC

tunnel. Measurements after construction will be used to develop the exact model for GM and

SFs in CLIC. However, an optimum gain can be estimated from simulations using current

models for GM and SFs.

A gain of m = 2.5 was used in this work, which was optimised to minimise the luminosity

loss from GM model D. This model represents the highest level of GM CLIC can expect to

experience. The transfer function of the beam trajectory feedback system is shown in Fig-

ure 4.2. With a gain of m = 2.5, the feedback system is effective at mitigating frequencies

below 1 Hz but amplifies frequencies in the range 4-25 Hz. As shown in Figure 11.18, there

are significant peaks at these frequencies in the PSD of SFs. This highlights that the opti-

mum gain for mitigating one dynamic imperfection may not necessarily be the optimum for

another.

Despite the amplification of SFs in the range 4-25 Hz, integrated simulations (in Sec-

tion 11.4) show this gain can be used to mitigate SFs. This is because the largest contribu-

tion to the SF is at harmonics of 50 Hz, which appear static to the beam, and intermediate

frequencies between the harmonics are effectively mitigated with the mu-metal shield.

The proposed strategy to mitigate the impact of dynamic imperfections in CLIC includes

a beam trajectory feedback system with a gain of m = 2.5.

Quadrupole Stabilisation System

If the noise level for GM in the CLIC tunnel happens to be low, similar to model A, GM

may be mitigated with just the beam trajectory feedback system. Model A is based on

measurements performed on the CERN site. Therefore, this could be a realistic model for

CLIC. However, to ensure CLIC is robust against the highest level of GM that can be

expected, similar to model D, a quadrupole stabilisation system is also necessary.
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A quadrupole stabilisation system is included in the proposed mitigation. Combined

with the beam trajectory feedback, these are the only systems needed to mitigate GM in

CLIC at ECM = 380 GeV.

Mu-Metal Shield

This work advises a 1 mm mu-metal layer for the VT and LTL in the RTML and the ECS

and FFS in the BDS. This was suggested because the material samples used in this work

retained their magnetic properties at this thickness.

From measurements in CLEAR and the LHC tunnel (see Chapter 11) a reasonable es-

timate for the level of SFs in accelerator environments is σB ≈ 50 nT. A mu-metal cylinder

with a diameter of a few centimetres and a relative permeability of 50,000 would need a

thickness of approximately 0.1 mm to shield the SF to a level of σB ≈ 0.1 nT. Therefore,

there is a significant reduction in the amount of mu-metal needed if its material properties

can be guaranteed for very thin layers.

The beam pipe is the closest component to the beam. Surrounding the beam pipe with

a mu-metal shield is the safest option to mitigate SFs because it shields the beam from all

external sources outside of the beam pipe. It is also a straightforward and robust solution

to implement. Alternatively, SF sources can be shielded. This would require a large effort

to identify sources and assess whether surrounding them with a shield is feasible. Therefore,

surrounding the beam pipe with the mu-metal shield is the preferred option.

TAL Feedforward Correction

The RTML has relatively weak quadrupoles, which means the betatron phase advance is

small and betatron oscillations are preserved. This means SFs in the RTML predominantly

leads to a beam offset at the end of the section. This offset leads to emittance growth in the

ML, which leads to luminosity loss. The beam offset at the start of the ML can be mitigated

with either a mu-metal shield in the VT and LTL or with a feedforward system in the TAL,
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which corrects the beam trajectory before the ML.

The SF model described in Section 11.3 was used in integrated simulations including al-

ternative mitigation systems. The luminosity loss with each system is given in Table 12.1. A

perfect feedforward correction, which completely corrects the beam offset and angle entering

the ML, was simulated in the TAL.

Mitigation Luminosity Loss, ∆L/L0 [%]

Using STE

Feedforward System (TAL)
1.7

+ Mu-Metal Shield (ECS, FFS)
Intra-Train IP Feedback

7.4
+ Mu-Metal Shield (VT, LTL)

Using NTE

Feedforward System (TAL)
0.7

+ Mu-Metal Shield (ECS, FFS)
Intra-Train IP Feedback

3.8
+ Mu-Metal Shield (VT, LTL)

Table 12.1: Luminosity loss due an accelerator environment SF with alternative mitigation
techniques. All simulations include a beam trajectory feedback system with a gain of m =
2.5. Values are expressed as a percentage of Equation (3.3) for NTE or Equation (3.5) for
STE. The error on each value is less than 0.1%.

Tables 11.4 and 12.1 show the luminosity loss using NTE is within the 2% budget when

a mu-metal shield for the VT and LTL or a feedforward system in the TAL is used. The mu-

metal shield has the advantage that it is a passive system, which will not introduce noise into

the system. This provides some level of robustness. Whereas, because the feedforward system

is an active correction, there is a possibility of introducing noise. Integrated simulations show

both systems can work. The choice between the mu-metal shield and feedforward correction

can be made at a later date after evaluating the cost of each system. Alternatively, both

systems can be included to provide a margin of safety.
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Intra-Train IP Feedback System

For SFs in the BDS, the dominant mechanism for luminosity loss is a beam-beam offset at

the IP. An alternative approach to mitigated SFs in the BDS could be to cure the beam-

beam offset with an intra-train IP feedback system. Table 12.1 shows the luminosity loss

using NTE is 3.8% with an intra-train IP feedback system instead of a mu-metal shield in

the BDS. Whereas with the mu-metal shield, the luminosity loss is 0.4% (see Table 11.4).

The intra-train IP feedback system is not as effective as the mu-metal shield for two

reasons: firstly, because the intra-train feedback system only cures the beam-beam offset of

3/4 of a train due to its latency, and secondly, because it does not cure emittance growth

due to the SF. An offset beam is susceptible to emittance growth in the BDS because it is

a non-linear system with a large betatron phase advance.

The mu-metal shield is essential in the BDS to mitigate SFs. The intra-train IP feedback

system can be included in addition to the mu-metal shield to provide a margin of safety.

Lattice Design and Technical Sources

The sensitivity to a SF depends on its wavelength. The RTML LTL is particularly sensitive

to SFs that have a wavelength equal to the betatron wavelength.

Beamline components, i.e. technical sources, have a natural periodicity. The distribution

of technical sources and lattice design should be considered carefully to minimise the impact

of SFs. For example, the number of decelerators and the betatron phase advance along the

LTL was chosen to minimise the impact of SFs. A system of kicker magnets is used to deflect

the drive beam into each decelerator. Each kicker can apply a SF kick to the main beam

in the LTL. The betatron phase advance between kicks was designed to be 90◦ to provide

a compensation effect. This is illustrated in Figure 12.1. The two green kicks and the two

pink kicks compensate each other.

Although the compensation corrects the beam trajectory, the beam travels some distance
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Decelerators

ML

LTLTAL

u′ 

u

Figure 12.1: Illustration of compensation of SF kicks from the decelerators in the LTL. Left:
schematic diagram of the LTL, TAL, ML and decelerators. Right: beam trajectory in phase
space, angle (u′) vs position (u). The SF kicks are shown in green and pink. The beam
trajectory without the SF kicks is shown by the black dashed line and the beam trajectory
with the SF kicks is shown by the blue solid line.

before the compensating kick is applied. In this distance, emittance growth from filamen-

tation can occur, which is not cured by the compensating kick. In the LTL, the betatron

phase advance is small, which limits filamentation. This means the emittance growth should

be small.

Further studies are needed to characterise technical sources and to optimise their layout.

The mu-metal shielding is effective enough that irrespective of the periodicity of the SF

the amplitude will be reduced to within the tolerance. However, as a precaution, arranging

technical equipment to avoid resonances with the betatron motion of the beam, particularly

in the LTL, would be beneficial.

12.2 High-Luminosity CLIC

A number of reports, which describe the CLIC accelerator complex and performance, were

submitted as input to the 2018-2020 European Strategy for Particle Physics Update. Here, a

committee decides the future direction of particle physics research in Europe. In the spring

of 2019, questions from the committee were raised regarding the possibility of doubling the

baseline luminosity of the first stage by doubling the repetition frequency.

The choice of frep = 50 Hz in the baseline design is directly related to SFs. This fre-

quency was chosen because significant SFs from the electrical grid at harmonics of 50 Hz are

expected in the CLIC tunnel. Choosing frep = 50 Hz minimises the impact of these SFs.
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Technologically it is possible to operate CLIC at frep = 100 Hz with a modest increase in

power consumption and running cost [121]. All systems are able to be operated at 100 Hz.

The only consideration preventing operation at frep = 100 Hz is the impact of SFs.

With frep = 100 Hz, the beam is able to resolve perturbations at 50 Hz. The concern

is that the beam trajectory feedback system amplifies perturbations at this frequency. The

transfer function of a beam trajectory feedback system operating at 100 Hz is shown in

Figure 12.2. With a gain of m = 2.5, the feedback system amplifies perturbations at 50 Hz

by approximately a factor of 1.25.
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Figure 12.2: Transfer function of a beam trajectory feedback system operating at 100 Hz.
The gain of this feedback system is m = 2.5.

Mitigation Standard Deviation, σB,M [nT]

None 54
Feedback System 62
Mu-Metal Shield 4.8× 10−3

Feedback System
5.3× 10−3

+ Mu-Metal Shield

Table 12.2: Standard deviation of the magnetic field in the LHC tunnel: with no mitigation;
a beam trajectory feedback system operating at 100 Hz with a gain of m = 2.5; a 1 mm
mu-metal shield and the feedback system and mu-metal shield combined.

Figure 12.3 shows the average total PSD measured in the LHC tunnel (see Chapter 11)

with different mitigation techniques. The standard deviation of the SF with each mitigation

technique is summarised in Table 12.2. Without mitigation, the standard deviation is 54 nT.
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Figure 12.3: Average total PSD and standard deviation of the magnetic field vs frequency
measured in the LHC tunnel: without mitigation (blue); including a beam trajectory feed-
back system operating at 100 Hz with a gain of m = 2.5; including a 1 mm mu-metal shield
(green) and with the feedback system and mu-metal shield combined (red).

With the beam trajectory feedback system, the standard deviation is effectively amplified

to 62 nT. The required level for SFs is 0.1 nT. Including a 1 mm mu-metal shield with the

feedback system, the standard deviation is reduced to 5.3 pT, which is within the tolerance.

The effective amplification due to the beam trajectory feedback system can be avoided

by implementing two independent feedback loops for alternating trains. In such a system,

the position of a train is used to correct the train that is two periods behind it. This requires

the correctors to alternate between the corrections for odd and even-numbered trains.

The high-luminosity upgrade is feasible if a mu-metal shield is included. Implementing

two feedback loops is not necessary, but can be held in reserve.

12.3 Final Stage

The design of the final high-energy stage is described in the CLIC conceptual design re-

port [42]. The only update in the design is that the L∗ = 6 m BDS is now used instead of

the L∗ = 3.5 m BDS described in the report. With the new BDS, the final quadrupole is

moved outside of the detector into the tunnel.
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Key Changes

The ML is lengthened to provide a higher beam energy (illustrated in Figure 2.6). The

length of the ML is increased from 3.5 km to 21 km, a factor 6 increase. New accelerating

cavities with an accelerating gradient of 100 MV/m are added. The beam parameters are

changed to accommodate the new accelerating cavities. The key changes are:

• The beam energy is increased from 190 GeV to 1.5 TeV.

• The horizontal IP beam size is reduced from 150 nm to 40 nm and the vertical IP beam

size is reduced from 3 nm to 1 nm.

• The number of particles per bunch is reduced from 5.2× 109 to 3.7× 109.

• The number of bunches per train is reduced from 352 to 312.

• The bunch length is reduced from 70 µm to 44 µm.

• The luminosity is increased from 1.5× 1034 cm−2s−1 to 5.9× 1034 cm−2s−1.

The RTML LTL is lengthened to match the extended ML and the bunch compressors

(BC1 and BC2) are retuned to provide the reduced bunch length.

The BDS length is increased from 1.95 km to 3.1 km. The BDS contains several bend-

ing magnets. SR in these magnets can lead to emittance growth [122]. To minimise this

emittance growth, less aggressive bends are used, which lengthens the beamline.

Dynamic Imperfections

The first and final stage of CLIC represent the two extremes in terms of machine length and

beam energy. If there is an effective mitigation strategy for dynamic imperfections in the

first and final stage, there must also be an effective mitigation strategy for the intermediate

stage. Therefore, this section focuses on the final stage.
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The impact of dynamic imperfections in the final stage is described in the conceptual

design report [42]. The most important dynamic imperfections are GM and SFs.

Ground Motion

GM in the RTML has a negligible impact on luminosity (see Section 4.3.1). This is because

of the relatively weak magnets, which do not exert significant kicks on the beam. GM in the

RTML in later stages is not expected to pose a danger.

The smaller IP beam size in the final stage leads to a stricter tolerance for beam jitter

at the IP. An additional mitigation system is envisaged for the final doublet in the BDS to

reduce the IP beam jitter. The final doublet will be placed on a large mass known as the

preisolator [42], which damps high-frequency GM. The baseline design for the first stage

omits this system.

The ML is significantly longer in the final stage compared to the first stage. This means

GM can have a much bigger impact. Integrated simulations of the ML and BDS in the final

stage with GM are presented in [42]. The luminosity loss can be kept to within 3% using

a beam trajectory feedback system, quadrupole stabilisation system and a preisolator [42].

Therefore, GM is not a significant concern in the final stage.

Stray Magnetic Fields

Sensitivity studies and tolerances for SFs in the final stage are presented in [69]. The

minimum tolerance for SFs in the ML and BDS is σB,tol ≈ 1 nT for sinusoidal SFs with the

worst wavelength (λ ≈ 5 km). This is approximately an order of magnitude larger than the

minimum tolerance for sinusoidal SFs in the first stage.

The BDS in the final stage is less sensitive to SFs because of the higher beam energy.

Therefore, the proposed mitigation for the BDS in the first stage should also be effective for

mitigating SFs in the final stage. The extended ML still benefits from the shielding provided

by the copper cavities and should not need any additional mitigation for SFs.
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The beam energy in the RTML LTL is the same in the first and final stage. However,

the LTL is 6 times longer. The beam is particularly sensitivity to sinusoidal SFs at the

betatron wavelength in the LTL. In accordance with Equation (5.19), the emittance growth

from a sinusoidal SF at a particular wavelength scales with length squared. Therefore, 36

times more emittance growth can be expected from SFs at the betatron wavelength. This

can significantly impact luminosity. Luminosity loss can be mitigated by preventing the SF

from reaching the beam with a mu-metal shield.

With the beam trajectory feedback system and a mu-metal shield, SFs should not be a

concern for later stages of CLIC.



Chapter 13

Conclusions

CLIC

CLIC is a proposed future e+e− collider for the CERN site. The first stage is at ECM =

380 GeV, which is optimised for Higgs and top-quark physics, and the final stage is at

ECM = 3 TeV.

Nominal Luminosity

The nominal luminosity target of the first stage is 1.5×1034 cm−2s−1. Integrated simulations

show with nominal emittance at the IP a luminosity of 1.55×1034 cm−2s−1 is achieved. This

means in the worst case where imperfections generate their full emittance growth budgets,

a luminosity marginally above the nominal luminosity target will be achieved.

Perfect Machine Luminosity

In the idealised case without imperfections, integrated simulations show a luminosity of

4.3 × 1034 cm−2s−1 can be achieved. This is almost three times the nominal luminosity

target.

200
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Luminosity with Static Imperfections

Explicitly implementing static imperfections and simulating beam-based tuning, integrated

simulations of 100 machines show an average luminosity of 3.4 × 1034 cm−2s−1 is achieved,

which is more than twice the nominal luminosity target. 90% of machines achieve a lumi-

nosity above 2.7×1034 cm−2s−1. Expressed as a percentage of the nominal luminosity target

this is 180%.

The tuning procedure described in Section 3.5 is extremely effective and surpasses the

required level of performance. This means CLIC is robust against the impact of static

imperfections and if dynamic imperfections are mitigated, a luminosity significantly above

the nominal luminosity target could be reached.

Dynamic Imperfections

Beam Jitter and Phase Errors

Integrated simulations show the IP position jitter of each beam must be within 0.4 nm to

stay within a 2% luminosity loss budget. There is a tolerance of 0.2◦ for coherent RF phase

errors in ML cavities to remain within a 1% luminosity loss budget.

Ground Motion

Model A represents a low-noise environment. A luminosity loss of 0.1% occurs when in-

cluding the beam trajectory feedback system. Only the beam trajectory feedback is required

to mitigate GM model A.

Model D represents a higher than expected noise level. The combined use of a quadrupole

stabilisation system and beam trajectory feedback system is effective at mitigating luminos-

ity loss from GM model D. With these systems the luminosity loss is 1.6%, which is within

the luminosity loss budget for GM. Therefore, CLIC is robust against the impact of GM.
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Stray Magnetic Fields

CLIC has an unprecedented sensitivity to SFs with tolerances down to the level of 0.1 nT

for the worst spatial wavelengths.

The regions most susceptible to the effect of SFs are those with large beta functions.

These are the VT and LTL in the RTML and the ECS and FFS in the BDS. The ML

is the most robust section with respect to SFs. The ML benefits from a large number of

accelerating cavities, which are formed from copper and shield the beam from SFs.

SFs are divided into three classifications. Natural: SFs from non-man-made objects.

These have a slow temporal variation compared to the repetition frequency of the beam,

which means they can be mitigated with beam trajectory feedback systems. This was illus-

trated in Section 8.2 with an integrated simulation of a geomagnetic storm. Natural SFs

above 1 Hz are within the tolerances described in Chapter 5 or occur infrequently. Therefore,

natural SFs are not a concern for CLIC.

Environmental: SFs from man-made objects, which are not elements of CLIC. The

largest source is the electrical grid, which has a limited impact because the SFs are predomi-

nately at harmonics of 50 Hz and therefore appear static to the beam. Amplitude modulation

of the 50 Hz SFs results in peaks at more problematic frequencies, e.g. 16.7 Hz, 25 Hz, etc.

The beam trajectory feedback system is not effective at mitigating SFs at these frequencies.

Instead, these frequencies are mitigated with the mu-metal shield.

Technical: SFs from elements of CLIC. These are challenging to characterise. Dedicated

measurements of CLIC elements during and after construction will be required to fully un-

derstand technical sources. However, the following can be concluded from SF measurements

of specific elements:

• Magnets: magnet ripples are not a concern because their stability tolerance is larger

the typical level of SFs in accelerator environments.

• Power cables: can be a significant SF source, but their impact can be minimised by
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arranging them to provide a cancellation of current.

• RF systems: the impact of SFs from RF systems is limited because they typically

operate at the same repetition frequency as the beam and can be placed far from the

beam.

• Ventilation systems: can be a significant SF source, but can be avoided by designing

a ventilation system that does not produce SFs at harmful frequencies. Alternatively,

the system can be placed far away from the beam or shielded.

Passive Shielding with Mu-Metal

The shielding performance of mu-metal has been experimentally verified and a model has

been validated. A relative permeability of 50, 000 has been measured, which corresponds

to a shielding factor greater than 103 with a cylindrical shield of 1 mm thickness. These

measurements demonstrate mu-metal can be used in an accelerator to shield to the beam

from SFs. Measurements have also shown extremely small internal magnetic field amplitudes

of less than 0.1 nT can be realised with a mu-metal shield.

A large variation in the permeability of different mu-metal samples was found. The

measured permeability of a mu-metal foil was found to be significantly less than the typical

advertised value. The discrepancy is assumed to be due to mechanical stress damaging the

material. The damage can be reversed by re-annealing the material. Alternatively, damage

can be avoided by using thicker shields, which are less fragile. This work recommends a

minimum thickness of 1 mm.

Passive shielding with mu-metal is equally applicable to other accelerators that wish to

shield the beam from SFs. Mu-metal is also effective for shielding static SFs provided it is

not saturated.
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Luminosity Loss from Stray Magnetic Fields

A two-dimensional PSD model for SFs in an accelerator environment was proposed in Sec-

tion 11.3. Integrated simulations show a luminosity loss of 0.4% with a beam trajectory

feedback system and a mu-metal shield in the VT, LTL, ECS and FFS. The mu-metal

shielding is essential to mitigate the impact of SFs. With the shielding, CLIC is robust

against luminosity loss from SFs.

Luminosity with Dynamic Imperfections

GM and SFs are the two most important dynamic imperfections for CLIC. This work de-

scribes a consistent strategy to mitigate both of these imperfections. With the mitigation,

the luminosity loss from each of these imperfections is on the percent level.

The luminosity achieved by 90% of machines including static imperfections is above

180% of the nominal luminosity target. Therefore, there could be a margin of up to 80%

for dynamic imperfections. The maximum luminosity loss from GM and SFs is up to 4%.

This is a small fraction of the 80% surplus. Therefore, the impact of dynamic imperfections

should not pose a concern for the operation of CLIC and a luminosity significantly above

the nominal luminosity target can be expected.

Later Stages and Alternative Designs

GM and SFs should not seriously impact the luminosity of later stages provided the proposed

mitigation is used. With the mu-metal shielding, doubling the repetition frequency to achieve

a higher luminosity is feasible.



Appendix A

Signal Processing

A brief introduction to the signal processing techniques used in this work is given here. For

a more complete description, the reader should refer to [72].

A.1 Discrete-Time Signals

A measurement procedure samples a process u(t) at discrete times given by

t = nTs =
n

fs
, (A.1)

where n is an integer, Ts is the sampling period and fs = 1/Ts is the sampling frequency (or

sampling rate). As a result, a measurement produces a sequence of numbers u[n], referred

to as a discrete-time signal. The sampling of a process is illustrated in Figure A.1a.

The choice of sampling frequency depends on the maximum frequency one wishes to

observe. The maximum observable frequency for a given sampling frequency is fs/2, this is

known as the Nyquist frequency. Any signal above this frequency will be undersampled and

appear as a lower frequency. This effect is known as aliasing. Usually, this is avoided by

removing frequencies above the Nyquist frequency before sampling.

A discrete-time signal can be represented in the frequency domain using the Discrete

205
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Fourier Transform (DFT),

U [k] =
N−1∑
n=0

u[n]e−j
2πk
N
n, (A.2)

where N is the number of data points in the signal. The DFT represents a signal over the

frequency range [−fs/2, fs/2]. The resolution (or frequency bin width) of a DFT is given by

∆f =
fs
N
. (A.3)

The DFT U [k] is a sequence of N complex numbers, whereas the discrete-time signal u[n] is

a sequence of N real numbers. An example of a DFT is shown in Figure A.1b

u(t)

t

a0

−a0

Ts

(a) Signal vs time.

−fs /2 fs /2 ff0−f0

|U( f ) |

a0N
2

Δf

(b) DFT vs frequency.

−fs /2 fs /2 ff0−f0

P( f )
1
Δf

σ20
2

(c) PSD vs frequency.

Figure A.1: Illustration of the sampling of a process and its DFT and PSD. The red dots
highlight data points. a0 is the amplitude of the signal and σ2

0 = a2
0/2 is the variance of the

signal.

A.2 Spectral Estimation

Power Spectral Density

A convenient way to characterise a process is via its power spectral density (PSD), which

represents the power distribution over frequencies.

A PSD can be estimated as [123]

Puu[k] =
1

∆f

U [k] · U∗[k]

N2
, (A.4)

where ∗ denotes the complex conjugate. This estimate is known as the periodogram. However,

this is a poor method of calculating a PSD because its estimation does not improve with
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increasing signal length [123].

A better estimate of a PSD can be calculated with Bartlett’s method [124]. This involves

splitting the signal u[n] into M equal parts, to form the ensemble {um[n]; m = 0, ...,M−1}.

The periodogram P
(m)
uu [k] of each um[n] segment is calculated and averaged to give

Puu[k] =
1

M

M−1∑
m=0

P (m)
uu [k]. (A.5)

A further improvement can be made by dividing the signal into (2M − 1) overlapping

segments instead of M consecutive segments. Each segment contains 50% of the data in the

two neighbouring segments. Averaging the periodogram of each segment gives the estimate

of a PSD. This is known as Welch’s method [125]. Bartlett’s method can be thought of as

Welch’s method with 0% overlap. An example of a PSD is shown in Figure A.1c.

Variance and Standard Deviation

The integral of a PSD over all frequencies gives the variance [55]

σ2 =
N−1∑
k=0

Puu[k] ·∆f. (A.6)

The square root of Equation (A.6) is the standard deviation.

Cross Spectral Density

The cross power spectral density, or cross spectral density (CSD) in short, can be estimated

by calculating the cross periodogram (or correlogram)

Puv[k] =
1

∆f

U [k] · V ∗[k]

N2
, (A.7)

where V [k] is the DFT of the signal v[n]. The CSD is a complex-valued function, as opposed

to the PSD which is real-valued. The CSD therefore gives relative phase information of the
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two input signals.

Coherence and Correlation

The magnitude-squared coherence, or simply coherence, is calculated as

cuv =
|Puv[k]|2

Puu[k]Pvv[k]
. (A.8)

The coherence is a real-valued function. The two signals u[n] and v[n] are said to be coherent

if cuv is close to one, which occurs if u[n] and v[n] have a constant phase difference. The

coherence does not give any information regarding the value of the phase difference.

The correlation coefficient, or simply correlation, is

Cuv =
Re{Puv[k]}√
Puu[k]Pvv[k]

, (A.9)

which describes whether the signals u[n] and v[n] are moving in phase or anti-phase. The

correlation is a real-valued function. Signals with a phase difference close to 0◦ (Cuv = 1) are

said to be highly correlated, signals with a phase difference close to 90◦ (Cuv = 0) or signals

that vary independently are said to be uncorrelated and signals with a phase difference close

to 180◦ (Cuv = −1) are said to be highly anti-correlated.

A.3 Linear Time-Invariant Filters

A filter is a process which removes unwanted features from a signal [72]. The type of filter

that is of interest to this work is linear and time-invariant (LTI). A non-recursive LTI filter

produces the output signal

v[n] =
∞∑

l=−∞

h[l]u[n− l], (A.10)

where u[n− l] is the input signal and h[l] is the impulse function. Equation (A.10) is known

as a convolution sum. Here, the value of the output v[n] depends only on the input values
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u[n− l].

The convolution theorem states that Equation (A.10) can be written in the frequency

domain as [72]

V [k] = H[k]U [k], (A.11)

where V [k], H[k] and U [k] are the DFTs of v[n], h[n] and u[n] respectively. H[k] is known

as the frequency response of the filter. This is a complex-valued function. The frequency

response is commonly referred to as the transfer function.

The magnitude of the frequency response is a real-valued function known as the amplitude

response,

|H[k]| =
√

Re{H[k]}2 + Im{H[k]}2. (A.12)

The phase (or angle) of the frequency response is known as the phase response,

∠H[k] = arctan

(
Im{H[k]}
Re{H[k]}

)
. (A.13)

A recursive LTI filter has the following relationship between input and output

N∑
m=0

a[m]v[n−m] =
M∑
l=0

b[l]u[n− l], (A.14)

where a[m] and b[l] are constants. Here, the output value v[n] depends on the the input value

u[n], previous input values u[n− l] and previous output values v[n−m]. Equation (A.14) is

known as a difference equation. The DFT of Equation (A.14) is1

N∑
k=0

a[m]V [k]e−j
2πk
N
m =

M∑
l=0

b[l]U [k]e−j
2πk
N
l. (A.15)

1The time-shifting property of DFTs, DFT {u[n− l]} = U [n]e−j
2πn
N l, has been used.
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This can be used to calculate the frequency response of the filter as

H[k] =
V [k]

U [k]
=

M∑
l=0

b[l]e−j
2πk
N
l

N∑
m=0

a[m]e−j
2πk
N
m

. (A.16)

For the processes of interest to this work,2 it can be shown that the PSD of an output

signal of a LTI filter is related to the PSD of the input signal by [55]

Pvv[k] = |H[k]|2Puu[k]. (A.17)

This is a powerful result that is used frequently in this work. The product of a PSD with

the frequency response gives a CSD [55]

Puv[k] = H[k]Puu[k]. (A.18)

This is another important result, which can be used to estimate the frequency response of a

LTI filter as

H[k] =
Puv[k]

Puu[k]
. (A.19)

A.4 Measurement Errors

There are several well-known error sources in processing signals from measurements. This

section summarises techniques used in this work to minimise the effect of these errors.

Fast Fourier Transform

To calculate a DFT, which will be referred to as the frequency spectrum, a Fast Fourier

Transform (FFT) algorithm is often used [126].

2Equations (A.17) and (A.18) are true for wide-sense stationary stochastic processes [55].
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A FFT is conjugate symmetric, i.e. it satisfies

U [k] = U∗[N − k]. (A.20)

This means half of the array is redundant. As a result, it common only to consider the FFT

over the positive frequency range [0, fs/2] opposed to the full range [−fs/2, fs/2].

FFTs are either normalised by dividing by N if the full frequency range is kept or

normalised as

Un[k] =
2U [k]

N
(A.21)

if only positive frequencies are kept.

Spectral Leakage

Measurements can only record a finite segment of a process. A FFT assumes the recorded

segment is repeated infinitely many times. Usually, this leads to discontinuities at the borders

between segments. The discontinuities lead to an effect known as spectral leakage, where the

power in a particular frequency bin is smeared out into neighbouring bins. For signals whose

periodicity fits the length of the segment exactly, spectral leakage does not occur.

A technique known as windowing is used to reduce spectral leakage. The recorded signal

is multiplied in the time domain by a window whose effect is to amplify the signal in the

middle and suppress the signal at the ends,

uw[n] = w[n]u[n], (A.22)

where w[n] is the window. Different windows are summarised in Table A.1. Typically, the

Hann window is used for general purpose and the flattop window is used when accurate

amplitude measurements are important. The effect on the frequency spectrum of different

windows is shown in Figure A.2.
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Window w[n]

Hann 0.5− 0.5 cos
(

2πn
N

)
Hamming 0.54− 0.46 cos

(
2πn
N

)
Flattop a0 + a1 cos

(
2πn
N

)
+ a2 cos

(
4πn
N

)
+ a3 cos

(
6πn
N

)
+ a4 cos

(
8πn
N

)
Blackman 0.42− 0.5 cos

(
2πn
N

)
+ 0.08 cos

(
4πn
N

)
Table A.1: Summary of different windows used in signal processing [127]. The coefficients
for the flattop window are a0 = 0.21557895, a1 = 0.41663158, a2 = 0.277263158, a3 =
0.083578947, a4 = 0.006947368.
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Figure A.2: Windowed signals and their normalised FFTs. The signal u(t) = sin(2πft) with
a frequency of f = 49.97 Hz was simulated for 0.5 s and sampled at fs = 500 Hz. Different
windows were applied to the signal: no window (blue); a Hann window (orange); a Hamming
window (green); a flattop window (red) and a Blackman window (purple). The appropriate
compensation for coherent power gain was applied to each normalised FFT.

Coherent Power Gain

The application of a window is also a source of error. By suppressing the signal near the

ends, the window leads to a reduction in the amplitude of all frequencies in the FFT. This

reduction is known as coherent power gain. Every window has a fixed, characteristic coherent

power gain. To compensate for this, the FFT is divided by

C =
1

N

N∑
n=0

w[n], (A.23)



A.4 Measurement Errors 213

so that the frequency spectrum is given by

Uwcn[k] =
1

C

2Uw[k]

N
, (A.24)

where Uw[k] is the FFT of the windowed signal uw[n].

Scalloping Loss

Each frequency bin of a FFT corresponds to a discrete frequency. The frequency of a signal

can fall between two frequency bins. If this is the case, the power in the signal is spread

over both bins. This is called scalloping loss. The severity of scalloping loss depends on the

applied window.

Unfortunately, scalloping loss cannot be described by a fixed value for each window, so it

is difficult to compensate for it. However, certain windows exhibit less scalloping loss than

others. In particular, a flattop window has very little scalloping loss. Scalloping loss can

also be avoided by selecting a sampling frequency that is a multiple of the signal frequency,

which also avoids spectral leakage.

Narrowband Signals

Narrowband signals, such as sinusoidal signals, show up as peaks in a frequency spectrum.

Accurate measurements of the frequency and amplitude of these peaks are of interest.

Measuring the frequency of a peak is straightforward if the desired accuracy is equal to or

greater than the frequency bin width. Interpolation methods are also available to increase

the frequency resolution without increasing the number of data points, e.g. the method

outlined in [128] is used in this work.

The true amplitude of a narrowband signal can be calculated with Equation (A.24) if the

signal can be captured in a single frequency bin by selecting a good measurement time and

sampling frequency. If the signal frequency cannot be centred on a single frequency bin, a



A.4 Measurement Errors 214

flattop window can be used to suppress scalloping loss.

Spectral Calculations

In this work, a Hann window is applied to all measurements, FFTs are normalised with

Equation (A.21) and the appropriate compensation is applied for coherent power gain. Only

positive frequencies are considered. Periodograms are estimated as

Puu[k] =
1

∆f

Uwcn[k] · U∗wcn[k]

2
. (A.25)

All PSDs in this work are calculated using Welch’s method with periodograms given by

Equation (A.25). The calculation is illustrated in Figure A.3. Similarly, CSDs are calcu-

lated using Welch’s method with cross periodograms that have the same normalisation as

periodograms.

uw(t)

t

a0

−a0

(a) Signal vs time.

ff0

|Uwcn( f ) |

a0

(b) Normalised FFT vs frequency.

f
f0

P( f )
1

Δf
σ20

(c) PSD vs frequency.

Figure A.3: Illustration of the calculation of a PSD. The windowed signal is shown in red.
The signal before applying the window is shown by the dashed black line in (a) and the
window is shown in blue. a0 is the amplitude of the signal and σ2

0 = a2
0/2 is the variance of

the signal.
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