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Abstract

The Compact Linear Collider (CLIC) design is the leading alternative for a future multi-TeV

e+e− linear collider. One of the key aspects of the design is the use of a Drive Beam as power

source for the acceleration of the colliding beams. This work is focused on the optimisation

of the set-up and the operations of the CLIC Drive Beam recombination at the CLIC Test

Facility (CTF3) at CERN.

The main effects that may affect the beam quality during the recombination are studied,

with emphasis on orbit, transverse dynamics and beam energy effects. A custom methodol-

ogy is used to analyse the problem, both from a theoretical and a numerical point of view.

The aim is to provide first-order orbit and transverse optics constraints, which can be used as

guidelines during the set-up of the beam recombination process. The developed techniques

are applied at the CTF3, and the results are reported. The non-linear beam energy effects

have been investigated by means of MAD-X simulations. The results show that these effects

might be critical for the quality of the recombined beam. A proper non-linear correction

turns out to be necessary, especially in the Delay Loop (DL). An alternative DL optics is

proposed to mitigate the non-linear energy effects using only linear elements, in contrast

with the original design, which relies on sextupoles.

A set of tools for the online control and optimisation of the beam orbit and dispersion

has been implemented, deployed and used for the optimisation of the Drive Beam produc-

tion at CTF3. Particular effort was put into the development of a generic linear feedback

application, which is presented in this work. Thanks to the generality of the problem and

its implementation, the feedback has been successfully used for a series of optimisations

of the beam at CTF3. A collection of experimental results, focused on the Drive Beam

recombination process, is presented and discussed.
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Chapter 1

Introduction

The use of particles to probe the inner structure of matter started with Rutherford’s exper-

iments at the beginning of the 20th century. It was Rutherford himself who afterwards in

the late 1920s suggested the path to particle physics investigation, by asking the scientific

community to look into accelerator technology as a fundamental tool for future studies. The

need for accelerated particles as a probe for studying the constituents of matter can be un-

derstood by simple dimensional consideration. Visible light has a wavelength of the order of

10−7 m, which characterises its spatial resolution limit. The Bohr radius, i.e. approximately

the distance between the proton and the electron in a hydrogen atom, is of the order of 10−11

m, and so it cannot be studied with visible light. However to a particle with momentum

p one can associate an equivalent De Broglie wavelength, λ = h/p, where h is the Planck

constant. By using particles with higher and higher momentum one can then study smaller

and smaller structures. Unfortunately the higher the energy scale, the bigger and/or more

complex particle accelerators become. The largest and most powerful existing accelerator to

date is the Large Hadron Collider (LHC) [1] at CERN, which is a 27 km long storage ring,

where protons and heavy ions are stored and accelerated up to 7 TeV (protons) or 2.76 TeV

per nucleon (heavy ions). The remarkable size and cost of such machines make the scientific

community wonder if smaller alternatives could be found. This leads to a growing interest in

new particle acceleration technology, like laser-driven or beam-driven plasma acceleration.

On the other hand the state of the art of such technologies is not yet ready to make them

compete with most future collider designs, which are still based on conventional accelera-

tion techniques. Examples are the Future Circular Collider (FCC) [2], the Compact Linear

Collider (CLIC) [3] and the International Linear Collider (ILC) [4] studies.

One of the biggest challenges of accelerator physics it is to gain an understanding of

the link between theoretical predictions and simulations and what is observed in real ex-

perimental facilities. This is not surprising: with thousands of different components, it is

sometimes impossible to have them all under full control. Long and rigorous work is needed

before being able to formulate a clear statement about the agreements between theory and

practice. Moreover, the required knowledge of the experimental set-up is so vast and the

resources available are often so little, that the experimental accelerator physicist needs to

identify and concentrate on a few main points.

1



1.1 Recent achievements in High Energy Physics 2

The work presented here is focused on the CLIC design and in particular on the study

and optimisation of the so called Drive Beam Recombination Complex, which is being tested

at the CLIC Test Facility (CTF3) [5] at CERN. The aim of this work is to investigate the

leading effects that might affect the Drive Beam quality during the recombination process

at CTF3, and to develop the necessary tools to keep it under control. The results which

are presented in this thesis are not meant to be a measurement of the quality of CLIC

Drive Beam recombination, but to represent the current understanding of the process and

to show the state of our ability to control it. This is the first necessary step to achieve the

specification required by the CLIC Drive Beam design.

This thesis consists of three main parts: the first part is theoretical where methods

and tools used are presented, the second part focuses on simulations and the final part

on experimental results. Following some general introduction, a recap of transverse beam

dynamics is presented in Chapter 2. The accent is put on the generic and simple concepts

that have been used in later chapters. The software tools that have been developed to

perform the studies will be presented in Chapter 3. In Chapter 4 simulations with MAD-X

[6] of the Drive Beam recombination at CTF3 are presented, while the experimental results

are described in Chapter 5. Finally, Chapter 6 summarises the achievements resulting from

the work presented in this thesis.

1.1 Recent achievements in High Energy Physics

The Standard Model (SM) of particle physics [7] is one of the greatest achievements of 20th

century science. This model attempts to describe the known subatomic particles and their

interactions by means of a few fundamental particles: fermions (listed in Table 1.1) which are

the basic constituents of matter and bosons (listed in Table 1.2). Moreover, the Standard

Model predicts for each fermion an equivalent anti-matter particle with opposite charge.

Generation Leptons Quarks

1 Electron e− Electron neutrino νe Up u Down d

2 Muon µ− Muon neutrino νµ Charm c Strange s

3 Tau τ− Tau neutrino ντ Top t Bottom b

Table 1.1: The fundamental fermions of the Standard Model.

Boson Function

Photon γ Electromagnetic force

Weak bosons W±, Z0 Weak force

Gluon g Strong force

Higgs boson h Electroweak symmetry breaking.

Table 1.2: The fundamental bosons of the Standard Model.
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The matter is mainly made of compounds of particles of the first generation. The strong

interaction, mediated by gluons, keeps quarks and antiquarks bounded in pairs, named

mesons, or triplets, named baryons. Theoretically a third possible combination could be

made of 4 quarks and one anti-quark, which would form an “exotic baryon” or pentaquark

[8]. Recent observations from the LHCb collaboration [9] may have confirmed their existence.

The proton and the neutron are baryons. Under the right circumstances they can be

bound together by residual strong forces to form atomic nuclei. The electromagnetic force

plays its role in binding nuclei with electrons to form atoms. The process continues with the

residual electromagnetic force which is then able to bind atoms to form molecules, and so

the form of macroscopic matter that we are used to interacting with.

In the general framework of the Standard Model, the electromagnetic and weak forces are

unified. However this unification implies that all the particles would be massless. In order

to give mass to the particles as we observe them, the Brout-Englert-Higgs mechanism was

introduced [10, 11, 12]. This is based on the existence of the Higgs field which permeates

the entire Universe, and it interacts with all the particles of the Standard Model giving

them mass. Moreover by spontaneous symmetry breaking the weak bosons W± and Z0 are

massive, and the photon is massless. The quantum of the Higgs field is the Higgs boson.

After the first few years of operation of the LHC a new particle was experimentally observed

by both ATLAS and CMS experiments [13, 14], which has been associated with the Higgs

boson.

The Higgs is the last “piece” of the Standard Model jigsaw puzzle. Unfortunately the

Standard Model is not enough to describe a series of effects that have been observed in nature.

It completely ignores the existence of the gravitational force. In addition, astronomical

observations have led to the need to introduce the existence of Dark Matter: a new kind

or state of matter which has not yet been understood. Many experiments with neutrinos

observed that are not massless. They are actually linear combinations of quantum mechanical

states, and can spontaneously change flavour: the so called neutrino oscillations. These are

properties that are not predicted by the Standard Model. Theorists have still open questions

on the Standard Model itself. The fact that fundamental fermions come in three generations,

or the hopes of a Grand Unified Theory, in which the strong, electromagnetic and weak

forces may be considered as low-energy expressions of a single unified force. Over the last

decades several models are trying to fit all the observed effects. An important class are the

supersymmetric theories, which postulate the existence of a super-symmetric partner of each

particle of the Standard Model, which might have masses at the Terascale.

Although no strong experimental evidence has been observed for new particles, searches

continue. Some hint of a possible new particle at about 750 GeV were announced in [15, 16],

but recently discarded as statistical fluctuation in [17, 18].
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1.2 Needs for electron-positron colliders

The likelihood of a certain particle interaction A to occur in a beam-beam collision is given

by

P (A) = Lσ(A) (1.1)

where σ(A) is the cross section of the interaction and L the luminosity, which is defined as:

L = H
fcolN

2

4πσxσy
(1.2)

where σx and σy are the beam transverse sizes, N is the number of particles in the interacting

bunch, fcol is the frequency of the collisions and H is an enhancement factor which accounts

for electromagnetic effects at the interaction point. Clearly the higher the collision frequency

or the denser the beams, the more events one can observe.

The LHC collides two proton beams, which turn in opposite directions in a 27 km storage

ring. Protons are first injected into the ring, accelerated to the desired energy, and then

brought to collision. The same beams keep circulating nearly at the speed of light and they

collide with each other for typically 20 hours. Given the geometry of the machine and the

presence of four interaction points (ALICE, ATLAS, CMS and LHCb experiments), each

proton has a high probability to take part in a collision with another proton circulating in

the opposite direction. The high collision frequency and bunch density make the LHC the

most powerful, currently running machine for exploring the high energy frontier. The energy

limit of such machines is mainly given by the limited magnetic field reachable in bending

magnets. The fundamental relationship here is the so called rigidity: Bρ ≈ 3.3 p where B is

the magnetic field in T/m and p is particle momentum in GeV/c.

Protons are composite particles. This means that the collisions take place between their

constituent quarks and gluons, but there is no a-priori knowledge of which particles collide

and at which energy. Moreover quarks and gluons take part in the strong interaction, which

results in large numbers of background particles, which add complexity to the detector design

and data reconstruction. In this sense building a lepton collider gives much more control of

the interaction: the energy of the collision can be controlled and varied at convenience, and

the interacting particles can be produced with a high degree of polarisation. Electrons and

positrons are the most natural choice for lepton colliders.

Historically both electron and proton colliders have been realised. According to the

European Strategy for Particle Physics [19], one of the main priorities is to undertake design

studies for the post-LHC era. Due to the discovery of the Higgs boson, a strong interest in

electron-positron collider designs is expressed in [19].

At the TeV scale the limiting factor for electron-positron machines is the synchrotron

radiation. The power P radiated by a single particle is proportional to:

P ∝ 1

ρ2

E4

m4
0

(1.3)
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where ρ is the bending radius, E the particle energy and m0 its rest mass. Electrons have

a mass which is approximately 2000 times smaller than protons, which has a huge impact

on Eq. 1.3. The LEP [20] collider, installed in the same tunnel as LHC, was limited by

synchrotron radiation at about 100 GeV. It is then unimaginable to reach the TeV scale

with electron-positron circular colliders. Muons on the other hand have a rest mass which

is only 10 times smaller than protons, which makes them more appealing. R&D studies in

this direction are ongoing, but many technological challenges still need to be addressed [21].

To reduce the synchrotron radiation in electron-positron colliders the only way is to

increase the bending radius ρ in Eq. 1.3. This is the basis, for example, of FCC-ee [22]:

an electron-positron circular collider that could be installed in a hypothetical 80 to 100 km

long ring that could later host FCC-hh [2], another hadron collider. Even if the average

design radius of the FCC-ee ring is almost double that of the LHC, the design beam energy

is at most 175 GeV: still far away from the TeV scale. The same strategy is adopted by

the CEPC-SPPC design study [23]: a 54 km long ring could host first an electron-positron

collider (CEPC) with beam energy up to 120 GeV and later a proton collider (SPPC) with

beam energy up to 35 TeV. The ideal extreme would be the limit ρ → ∞, i.e. a linear

collider. In this case one of the main concerns is the efficiency: the acceleration process in

a circular machine can be slow, i.e. a small acceleration repeated for many turns, and once

accelerated the beam can stay in collision for several minutes or hours. In a linear collider

instead each beam is generated, accelerated, and collided only once. Particles that did not

collide are lost, as is their energy. In a circular collider the repetition rate of the collisions is

given by the revolution frequency of the ring, which is typically of the order of a few kHz.

It is difficult to imagine competing with such a number in a linear machine, so in order to

be competitive in terms of luminosity, Eq. 1.2, a linear collider design has to have extremely

small beam size.

There are currently two realistic designs for future linear e+e− colliders: CLIC [3] and

ILC [4]. The ILC design is meant to fulfil the recommendation given by International Tech-

nology Recommendation Panel (ITRP), which was formed by the International Committee

for Future Accelerators (ICFA). In the ITRP report of 2004 [24] the recommendation was

to opt for superconducting technology as the basis for a future linear collider with centre-

of-mass energies up to 500 GeV, with a possible upgrade to 1 TeV. The CLIC design is

an alternative proposal using normal conducting technology that allows one to extend the

maximum energy scale up to 3 TeV.

Table 1.3 lists some of the main parameters of ILC and CLIC, which can be compared

with the preliminary parameters for FCC-ee and CEPC at their maximum design energies.

The four projects are very different with respect to each other in design and technology.

Since the present work is a contribution to the CLIC design, this will be more extensively

described in the following section.
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Parameter ILC CLIC FCC-ee CEPC

Center of mass energy [GeV] 500 500 3000 350 240

Peak Luminosity [cm−2 s−1 ×1034] 1.8 2.3 5.9 1.8 1.8

Accelerator length [km] 31 13.0 48.3 100 53.6

Acc. gradient loaded [MV/m] 31.5 80 100 10 - 20 15.6

Particles per bunch [109] 20 6.8 3.72 140 371

Bunch separation [ns] 554 0.5 0.5 - -

Number of bunches 1312 354 312 98 50

Repetition rate [Hz] 5 50 50 ≈ 3000 ≈ 5600

Hor./vert. norm. emitt. [µm]/[nm] 10/35 2.4/25 0.66/20 0.68/0.68 1.6/4.8

Hor./vert. IP beam size [nm] 474/5.9 202/2.3 40/1 45000/45 73700/160

AC Power consumption [MW] 163 271 582 ≈ 300 ≈ 500

Table 1.3: ILC and CLIC main parameters [3, 4, 25], in comparison with equivalent param-
eters for FCC-ee [26, 27] and CEPC [23].

1.3 CLIC

The CLIC study [3, 28] aims to design a linear electron-positron collider with a collision

energy at centre of mass up to 3 TeV. In order to reach such high beam energy, while

keeping the length of the accelerator “compact”, a 100 MV/m accelerating gradient was

chosen, which means a total length of about 30 km of accelerating structures, plus the

needed space for focusing elements. Superconducting cavities are not able to support such

high gradients, so the choice fell onto normal-conducting cavities. The optimisation of costs,

geometric tolerances and the studies on RF breakdown rate resulted in the choice of 12 GHz

RF and a beam pulse length of 240 ns [3]. The main limiting factor is the breakdown rate

(BDR), which follows the empirical scaling law BDR ∝ E30τ 5 where E is the accelerating

gradient and τ is the RF pulse length [29]. According to the latest design [3] the RF power

needed is calculated to be about 61 MW per 23 cm long accelerating structure. Klystrons are

the conventional sources for RF, but the required RF-pulse specifications, and the number

of units needed, make this solution especially inefficient. Instead, the CLIC design makes

use of a novel two-beam acceleration scheme: a high intensity (100 A), low energy (2.4 GeV)

Drive Beam is used to store, compress and transport the energy to the Power Extraction and

Transport Structures (PETS) which run parallel to the main colliding beam. In the PETS

the Drive Beam is decelerated and the extracted RF power is used to feed the accelerating

structures of the Main Beam.

The latest layout of the full complex is shown in Figure 1.1. From the collider point of view

the interesting part is the bottom of the layout: the main, colliding, beams are generated

in dedicated electron and positron injectors; their emittance is reduced in damping rings

taking advantage of synchrotron radiation effects; their energy is increased up to 9 GeV

by a common booster; they are transported to the far ends of the main linacs; they are

accelerated by the 100 MV/m gradient along the main linacs up to the nominal energy and
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(c)FT

TA

BC2

delay loop
2.5 km

decelerator, 24 sectors of ~900 m
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Figure 1.1: Latest CLIC layout [3].

they are finally brought into collision. The two Drive Beam complexes occupy the top part

of the layout in Figure 1.1. Each 142 µs-long Drive Beam is generated and accelerated up

to 2.4 GeV in a linac equipped with fully-loaded accelerating structures. It has to be noted

that the RF source for the Drive Beam linac is klystron based, but the required RF-pulse

power and length are more feasible than the ones required by an equivalent klystron-based

main linac. After the linac these follow the Drive Beam Recombination Complex (DBRC):

a system of a Delay Loop (DL) and two Combiner Rings (CR1 and CR2) that split and

recombine the initially long beam pulse into several, shorter pulses, that have higher current

and bunching frequency. The aim of the DBRC is to compress and increase the power carried

by the Drive Beam. Each combined pulse is then delivered to a specific decelerator sector,

which runs parallel to the main beam, and which is represented by a blue rectangle in the

layout. Up to 90% of the energy of the Drive Beam is extracted in the decelerator and it

is efficiently transferred to the Main Beam [30]. The recombination is timed such that each

combined pulse arrives in its own decelerator sector, synchronised with the arrival of the

Main Beam. The whole process, for both Main and Drive Beams, is repeated fifty times per

second (see Table 1.3), with a wall-plug to main-beam-power efficiency of about 5% [3].

1.3.1 Drive Beam recombination

One of the unique features that characterise the CLIC design is the Drive Beam recom-

bination. The initial 142 µs-long Drive Beam is generated with a bunching frequency of

0.5 GHz, but accelerated with 1 GHz RF. Every 240 ns, the bunching phase is switched by

180 degrees, i.e. odd and even buckets at 1 GHz are filled alternately. This is transparent

for the acceleration at 1 GHz. The phase-coding is performed using sub-harmonic bunchers

(SHB), driven by Traveling Wave Tube amplifier (TWT). The first factor-2 recombination
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Figure 1.2: Schematic diagram of the factor-2 bunch recombination at the Delay Loop [3].

is performed with a Delay Loop, as depicted in the schematic of Figure 1.2. A 0.5 GHz

transverse deflector is used to kick the even bunches inside the delay line, while the odd

bunches are kicked to take the shortest path. The difference in length of the two paths

is about 240 ns, and tuned at the ps-level such that the two trains of bunches can merge

together, forming several 240 ns-long trains with bunching frequency at 1 GHz, separated

by 240 ns of empty space.

A similar technique is used in the following Combiner Rings (CR1 and CR2) to merge

12 such trains to form the final 24 trains of 12 GHz bunches, which are needed in the

decelerator sections. In CR1 and CR2 the bunching frequency is increased by a factor 3

and 4 respectively. Figure 1.3 shows a schematic of the recombination in CR2. Two RF

deflectors are used to generate local closed bumps in the injection section. The frequency

of these deflectors is the same as that of the incoming bunches. At injection (top-left) only

the second deflector is seen by the incoming beam, and it is used to inject the bunches on

the closed orbit solution of the ring after the injection septum. The ring length is tuned

such that after one turn the circulating bunches arrive at the deflecting cavities with a delay

of one quarter the RF wavelength, i.e. at zero crossing and so not receiving any kick. At

the same time another train of bunches is injected as shown in Figure 1.3 (top-right). After

another turn (bottom-left) the first injected bunches are kicked by the first deflector. The

generated orbit bump is opposite with respect to the injection septum. The orbit bump is

then closed by the second deflector, while other bunches are injected. Finally after three

turns (bottom-right) the initial bunches arrive again at zero crossing, the second injected

bunches follow the orbit bump opposite the septum, the third injected bunches are also at

zero crossing and a final train of incoming bunches is injected. The final beam bunch train

has 4 times the initial bunching frequency and pulse current. By carefully adjusting the ring

length one can achieve other recombinations, like the factor 3 required in CR1, or even a

factor 5 recombination which was employed in an earlier design of CLIC [31].
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Figure 1.3: Schematic diagram of the factor-4 bunch recombination in the second Combiner
Ring (CR2) [3].

1.3.2 The CLIC Test Facility at CERN

At CERN, the CLIC Test Facility (CTF3) [5] has been designed and commissioned to demon-

strate the feasibility of the key technologies of CLIC. There are two main aims of the facility:

1. To demonstrate the feasibility of the high-current Drive Beam production by means of

the bunch recombination described in the previous section.

2. To demonstrate the possibility to efficiently extract the power from the Drive Beam,

and to validate the two-beam acceleration scheme by accelerating a witness electron

beam provided by a dedicated injector.

The beam parameters have been scaled with respect to the CLIC design. For the Drive

Beam a comparison between CLIC and CTF3 is presented in Table 1.4.

Figure 1.4 shows a layout of the facility and its beamlines. A thermionic electron gun

generates the initial 1.4 µs-long DC beam, with an intensity of 4 A. The bunching can

be performed in two ways: either using three sub-harmonic bunchers (SHBs) at 1.5 GHz

powered by Traveling Wave Tube amplifiers (TWT); or using a 3 GHz standing wave pre-

buncher followed by a 3 GHz traveling wave buncher powered by a normal klystron. In the

first case, the fast phase-switch time of TWTs and SHBs allows production of the odd and

even 1.5 GHz bunch trains with the pattern required for the beam recombination. In the

second case a constant 3 GHz bunch train is produced. In this case the TWTs are turned

off, and the SHBs do not have any function.
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Parameter [Units] CLIC CTF3 (design) CTF3 (achieved)

E [GeV] 2.4 0.15 0.135

E spread r.m.s. ∆E/E0 [%] ≈ 1 ≈ 1 < 1

I [A] 100 30 28

Norm. emitt. r.m.s. [µm] ≤ 150 ≤ 150 ≈ 150 (x4 recomb.)

Tpulse initial [µs] 140 1.4 1.4

Tpulse final [ns] 240 140 (240) 140 (240)

Bunch length [mm] ≤ 1 ≤ 1 ≤ 2

Bunch frequency [GHz] 12 12 12

Table 1.4: Main CLIC and CTF3 Drive Beam parameters after recombination [3, 5]. For
CTF3, the specifications for a 3 GHz beam instead of the nominal 1.5 GHz beam are shown
in parenthesis.

After a first acceleration, the bunches are compressed in a small magnetic chicane, and

then they are accelerated in fully-loaded accelerating structures [32] along the linac, up to

the nominal energy of about 130 MeV. The RF frequency is 3 GHz. With slightly different

beam parameters the Dogleg experiment [33] is set-up in the middle of the linac. A stretching

chicane (the “Frascati chicane” [34]) can be used to stretch the bunch length before it enters

the DBRC. The Frascati chicane was introduced to avoid coherent synchrotron radiation

(CSR) in the following DBRC. This could be an issue for the short bunches required by the

initial 30 GHz CLIC design [31], but it turned out not to be for the current 12 GHz design.

Recently a bypass has been installed and the chicane is not used anymore.

In the DBRC the first ring encountered is the Delay Loop (DL). This is used for the first

factor-2 recombination of the Drive Beam, but it is in use only with the 1.5 GHz injector

bunching scheme. For CTF3 the recombined pulse length is only 140 ns instead of 240 ns for

CLIC. The DL is then shorter than the CLIC one, and it is based on a single transverse RF

cavity operating at 1.5 GHz, which is crossed twice by the delayed beam. The DL can be

bypassed simply by switching off the transverse deflector. If needed one can also make the

full beam circulate in the DL using static correctors. Clearly no recombination is possible

in these cases. The DL bypass is the normal condition when operating with an incoming

3 GHz beam. In the case of 1.5 GHz operations, 4 trains of 3 GHz bunches are produced

after the DL. Each 140 ns-long train is separated by 140 ns of empty space1.

The transfer line TL1 takes the beam to the single Combiner Ring (CR) of CTF3, which

performs the factor-4 recombination as explained in the previous section. Two 3 GHz de-

flecting structures are installed at the side of the injection septa. The length of the CR is

double that of the DL. The recombination in the CR is possible with both 1.5 GHz and

3 GHz set-ups of the injector. In the first case the total recombination is 2× 4 = 8, while in

the second it is only possible to obtain the factor-4 recombination of the CR. The combined

1It is actually true that the 1.5 GHz bunching may leave some electrons in the buckets that are meant
to be empty. Those are referred as “satellites”, and in the CLIC design they are supposed to be removed in
a dedicated section. At CTF3 there is no cleaning section, so even satellites combine with each other and
finally result in undesired trains of small intensity after the main combined pulse.
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beam is extracted from the CR by a fast-rising electrostatic kicker installed in the ring. In

the case of a factor-8 recombination the beam circulating in the ring is only 140 ns-long, i.e.

filling half the ring. The empty half gives enough time to the extraction kicker to rise at

nominal voltage. In case of a 3 GHz set-up from the injector, with the factor-4 recombination

all the CR is filled. No time is given for the extraction kicker to rise, which leads to the loss

of the head or tail of the combined pulse. For some special set-ups the CR can be bypassed

by only performing half a turn. In this case the RF deflector used for the injection and the

extraction kicker can be substitute by static magnetic correctors.

After the CR the beam can be transported to the CLIC Experimental area (CLEX) via

the transfer line TL2. TL2 hosts the Phase-Feed-Forward experiment [35, 36], which aims

to stabilise the bunch phase stability to provide stable RF production in the decelerator.

In CLEX the Drive Beam can be used for two main experiments: in the Test Beam Line

(TBL) the beam is decelerated by a series of PETS, and the extracted RF power is measured

and characterised. In the Two Beam Module (TBM) the power extracted from the beam

is directly used to accelerate a witness beam that is generated by the CALIFES (Concept

d’Accélerateur Linéaire pour Faisceau d’Electrons Sonde) injector [37].

The full experimental program of CTF3 is extremely rich and only a few main experiments

have been mentioned in the above description. For most of the initial goals a proof-of-

principle has been achieved, in particular for the Drive Beam generation and the Two-Beam

acceleration. However a few stability and beam quality results are still missing. One of

the objectives required by the CLIC Design Report [3] is to obtain at CTF3 a factor-8

recombined beam with normalised emittances below 150 µm in both planes. Unfortunately

this requirement has not yet been fulfilled at CTF3, even after many years of operation.

This triggered the necessity of a more careful study of the dynamics and effects that may

spoil the recombination. The presented thesis forms such a study.
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Chapter 2

Transverse Beam Dynamics

A complete and comprehensive theory of the dynamics of particle accelerators is covered in

detail by many specialised books (e.g. [38, 39, 40, 41]). This chapter is meant to recapitulate

some basic concepts of transverse beam dynamics, in order to derive and to understand the

techniques used to obtain the results presented in this work.

A common starting point in many specialised books is the introduction of the electro-

magnetic fields and their effect on charged particles. It normally follows the description

of single particle motion by means of the Lagrangian and Hamiltonian formalism. Finally

the matrix formalism is introduced to describe the transport of the beam and the betatron

functions are defined to describe the properties of the lattice of an accelerator. This is not

the path that will be followed here. The starting point will be the matrix formalism, from

which a consistent “theory” will be derived, by adopting a statistical approach more than

single particle dynamics. The effort of building such a theory will provide an easy to use

formalism to treat orbit, dispersion and emittance growth issues in generic transfer lines as

they have been treated at CTF3. The formalism presented is also an attempt to separate

the description of the beamline itself from the properties of the incoming beam, allowing to

optimise the first without a-priori knowledge of the second.

One should stress from the beginning that the present work is about linear accelerators.

To be more precise, this work is about transfer lines for ultra-relativistic electron beams. In

fact the whole CLIC Drive Beam Recombination Complex (DBRC) can be seen as a long

and complex transfer line, where no longitudinal acceleration is performed on the beam.

This first consideration is reflected in the description of beam dynamics presented in this

chapter, which relies on “strong hypotheses” that might not be true for storage rings, nor

for low-energy beams. These assumptions are:

• This work mainly covers transverse effects in the DBRC, so the developed theory is

focused on the transverse dynamics of the beam.

• The simulated transfer lines are assumed to contain only linear magnetic elements (i.e.

dipoles and quadrupoles). In some cases, sextupoles will be introduced: the assumption

is that they can be treated as special quadrupoles, whose strengths are dependent on

the incoming mean beam position.

13
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• The dynamics of the particles transported in a lattice element is expressed by a Hamil-

tonian, which normally is the case for linear machines.

• Particle-particle interactions are neglected, both within the same bunch (e.g. space-

charge effects, intra-bunch effects) and within the same pulse (e.g. inter-bunch wake-

fields).

• There are no effects such as synchrotron radiation which may alter the particles’ mo-

mentum along the direction of motion.

The justification for such hypotheses is mainly due to the length of the machine under

study: the DBRC at CTF3 (as well as in CLIC) is typically a few hundred metres long, and

is traversed by the beam in a single passage. Some more thoughts on the assumptions can

be found in appendix B. There could be other effects that may drastically spoil the beam

quality. For example in the early stage of CTF3 an instability in the RF deflector of the CR

was observed and this was the main limitation for achieving the first beam recombination.

A new deflecting cavity was then designed that cured the issue [42]. The assumption in

this work is that no such hardware-related issues are still dominant, and the attempt is to

investigate more conceptual issues that are indeed revealed in the following chapters.

2.1 Common definitions

Before going into the details of the beam dynamics, one needs to define a reference system and

the relative coordinate variables. This work follows similar conventions of the well-known tool

MAD-X [43]. In particular, the reference system is a moving reference along the so called

reference orbit, i.e. the theoretical trajectory of an ideal particle with design momentum

travelling through the center of all the ideally-placed magnetic elements. At each location

along the lattice a right-handed coordinate system (x̂; ŷ; ŝ) is placed such that the coordinate

ŝ is tangent to the reference orbit and ŷ is perpendicular to the plane of the accelerator, which

one can assume for simplicity to be lying in the horizontal plane. With such a coordinate

system, the canonical variables describing the transverse orbit of a single particle are the

two pairs (x; px), (y; py), where x and y are the transverse displacement in metres of the

particle, px and py are the transverse momenta normalised by the design momentum p0.

For the longitudinal plane, neglected here, the pair (t,∆p/p0) can be considered, where t

is the longitudinal displacement in metres, and ∆p/p0 is the momentum deviation of the

considered particle with respect to the design momentum particle1.

One can see a beam as an ensemble of n particles, and each particle i can be represented

in phase space by its canonical coordinates, i.e. (xi; pxi; yi; pyi). A complete description of

the ensemble can be achieved by listing these coordinates in a matrix, where each column

1For the longitudinal plane MAD-X ([43]) uses a slightly different definition of the momentum deviation,
but the differences are normally negligible for ultra-relativistic beams.
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contains the phase-space coordinates of a single particle:

beam :=


x

px

y

py

 =


x1 x2 · · · xn

px1 px2 · · · pxn
y1 y2 · · · yn

py1 py2 · · · pyn

 (2.1)

In general a beamline lattice is made of a series of magnetic elements that change the co-

ordinates of each particle by some non-linear function of the initial coordinates. In practice

the main magnetic elements installed in a beamline are quasi-linear so the first-order ap-

proximation is generally a good starting point. In this view, each ith-particle is transported

through the machine elements by a linear map of the initial phase-space coordinates:
x

px

y

py


S

= R0S


x

px

y

py


0

(2.2)

where R0S is the square matrix that represents the beamline lattice from a reference position

0 until the position S. In this linear approximation, for a beam lattice made of N elements

(e.g. quadrupoles, dipoles, drifts), R0S is the result of the matrix multiplication of the N

matrices Ri representing each lattice element:

R0S = RN · · ·R3R2R1. (2.3)

It should be noted in Eq. 2.3 that the matrix R1 represents the first element encountered

by the beam, so it has to be the rightmost matrix in the multiplication. Similarly if R0S

represents the lattice of one turn in a ring or a periodic lattice, then the matrix representing

the evolution of N turns is simply R0S
N .

Instead of tracking all the particles, one might want to track the overall behaviour or

envelope of the beam, i.e. mainly its size and divergence. This information can be represented

by the covariance matrix Σ:

Σ = cov (beam) (2.4)

=


σ(x,x) σ(x,px) σ(x,y) σ(x,py)

σ(px,x) σ(px,px) σ(px,y) σ(px,py)

σ(y,x) σ(y,px) σ(y,y) σ(y,py)

σ(py,x) σ(py,px) σ(py,y) σ(py,py)

 (2.5)

One of the properties of the covariance matrix is that

cov (AX + a) = A cov (X) AT (2.6)

where A and a are respectively a transformation matrix and an offset vector with the proper

dimensions. For our purposes Eq. 2.6 implies:

ΣS = R0S Σ0 RT
0S (2.7)
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where Σ0 and ΣS are respectively the covariance matrices at the reference location and at

position S along the lattice.

It is important to note the evolution of the determinant of the Σ matrix:

det(ΣS) = det(R0S Σ0 RT
0S) = det(R0S)2 det(Σ0). (2.8)

The matrix R0S represents a canonical transformation, i.e. it is symplectic. For linear

transformations, the symplecticity implies that the determinant of the transformation matrix

R0S is ±1. Then by Eq. 2.8 it follows that in a transfer line the quantity det(Σ0) is conserved.

The square root of this quantity is the statistical emittance of the beam.

εΣ =
√

det(Σ0) (2.9)

The beam envelope description might not be complete without the information of the

average beam position, that can be computed by the linearity of Eq. 2.2:
〈x〉
〈px〉
〈y〉
〈py〉


S

= R0S


〈x〉
〈px〉
〈y〉
〈py〉


0

(2.10)

In a real machine one has to consider also kicks due to misalignments and magnetic field

errors. In a first-order approximation we can imagine all these errors like “virtual” dipoles

magnets, i.e. kicks to the beam proportional to the magnet current (e.g. a dipole field error

or an orbit corrector) or to the misalignment (e.g. a misaligned quadrupole). A more generic

representation with respect to Eq. 2.10 is then:



〈x〉
〈px〉
〈y〉
〈py〉
Ii
...

∆xj
...


S

=



R0S

rx,Ii · · · rx,∆xj · · ·
rpx,Ii · · · rpx,∆xj · · ·
ry,Ii · · · ry,∆xj · · ·
rpy ,Ii · · · rpy ,∆xj · · ·

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0
. . . 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0
. . .





〈x〉
〈px〉
〈y〉
〈py〉

...

Ii
...

∆xj
...


0

(2.11)

In Eq. 2.11 one can identify 4 main block matrices. The top-left matrix is the initial R0S.

The bottom-left and bottom-right are trivial, and are only needed to keep the square form

of the transport matrix. The coefficients ri,j of the top-right matrix are responsible for

describing the linear effects on the beam mean orbit due to misalignments, steerers and/or

dipole errors. One often refers to this latest block as the response matrix. It has to be

noticed that by construction the top-left block is not influenced by the right side of the

matrix. Indeed the covariance matrix representing the beam envelope does not depend on
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the mean values of particle coordinates: e.g. a dipole corrector kicks all the particles in the

same way (at first order), corresponding in phase space to a rigid translation of the particle

distribution without affecting its shape. That is why when speaking about beam optics one

normally considers only the R0S matrix, which evolves on its own according to Eq. 2.3. The

coefficients on the top-right block are instead influenced by R0S while evolving along the

lattice, so the full response matrix can only be evolved by considering the full matrix in

Eq. 2.11.

2.2 First Order Transverse Beam Optics

A common formalism to describe the transverse beam dynamics is by using the Twiss param-

eters2 α, β, γ and the emittance ε. Such formalism in normally used to treat the special case

of uncoupled, monochromatic, gaussian beams. Under these additional assumptions one can

study the two transverse planes (x; px) and (y; py) independently. Moreover, considering for

example the horizontal phase space (x; px), the beam is a bi-Gaussian distribution enclosed

in an ellipse whose equation is:

ε = γ x2 + 2α x px + β p2
x; (2.12)

where γ =
1 + α2

β
. (2.13)

The relation with the covariance matrix of such a representation is expressed as [45]:

Σ =

[
σ(x,x) σ(x,px)

σ(px,x) σ(px,px)

]
(2.14)

= ε

(
β −α
−α γ

)
. (2.15)

By the definitions of Eq. 2.13 and Eq. 2.15 one can note that the determinant of the Σ

matrix, which is conserved in a transfer line due to Eq. 2.8, is the Twiss emittance ε square:

det(Σ) = ε2(βγ − α2)

= ε2. (2.16)

Equation 2.16 is consistent with the definition of statistical emittance, Eq. 2.9. Here the

Twiss emittance has also a geometrical meaning: multiplied by π it represents the area of

the ellipse enclosing 68.7% of the beam particles, as in Eq. 2.12.

Following the same formalism of Eq. 2.7, one can then write the evolution of the Twiss

parameters along a transfer line as:(
βs −αs
−αs γs

)
=

(
A0S B0S

C0S D0S

)(
β0 −α0

−α0 γ0

)(
A0S C0S

B0S D0S

)
(2.17)

2Also called Courant-Snyder notation, introduced in [44]
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where (
A0S B0S

C0S D0S

)
= R0S; (2.18)

det(R0S) = 1. (2.19)

Equation 2.17 is actually linear in terms of the initial Twiss parameters, so by simple algebra

one can finally rewrite it as:βsαs
γs

 =

 A2
0S −2A0SB0S B2

0S

−A0SC0S A0SD0S +B0SC0S −B0SD0S

C2
0S −2C0SD0S D2

0S


β0

α0

γ0

 (2.20)

Equation 2.20 shows that a given lattice, a priori, can be described by knowing the coeffi-

cients of R0S along the lattice, i.e. (A0S;B0S;C0S;D0S), without necessarily specifying the

initial Twiss conditions (β0;α0; γ0). However in storage rings, where this formalism was first

introduced [44], the closed geometry identifies a closed solution, i.e. the Twiss parameters

which do not change after one turn in the ring3. In such cases it is more interesting to

track the Twiss functions (βs;αs; γs) all along the lattice, and so to see the β function as the

modulation of the transverse beam size along the lattice according to Eq. 2.15:

σx(s) =
√
σ(x,x)(s) =

√
β(s)ε (2.21)

So far one can make some important observations:

• Equation 2.21 underlines that ε can be seen as a figure of merit of the beam quality,

independent of the lattice under consideration.

• The Twiss functions can be seen as a figure of merit of the lattice quality, even though

they depend on the initial Twiss parameters, i.e. on the injected or circulating beam.

• While optimising a transfer line one might have some freedom in the initial Twiss

parameters, so it might be useful to directly optimise the behaviour of the coefficients

of R0S instead of the Twiss functions.

Given some initial Twiss parameters, and so the Twiss functions along a transfer line,

one can rewrite [39, 44] the transport matrix 2.18 as:

R0S =

(
A0S B0S

C0S D0S

)
=

 √
βs
β0

(cosµs + α0 sinµs)
√
βsβ0 sinµs

α0−αs√
βsβ0

cosµs − 1+αsα0√
βsβ0

sinµs

√
β0

βs
(cosµs − αs sinµs)

 (2.22)

where µ is the phase-advance and is defined as

µs =

∫ s

0

1

β(s)
ds. (2.23)

3Details on how to find the closed solution of a given lattice are described in appendix A.
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From this particular form, can observe that the matrix in Eq. 2.22 can be rewritten as:

R0S =

( √
βs 0

− αs√
βs

1√
βs

)(
cosµs sinµs

− sinµs cosµs

)(
1√
β0

0
α0√
β0

√
β0

)
(2.24)

where the middle matrix of Eq. 2.24 is a simple clock-wise rigid rotation of the angle µs.

This expression suggests the introduction of the so called normalised phase space. Given the

Twiss parameters at some location, instead of using the canonical coordinate (x; px), one

can apply the following transformation:(
xN

pNx

)
=

(
1√
β

0
α√
β

√
β

)(
x

px

)
(2.25)

or its inverse: (
x

px

)
=

( √
β 0

− α√
β

1√
β

)(
xN

pxN

)
(2.26)

where the N subscript indicates the new normalised coordinates. In view of this transforma-

tion one can then see Eq. 2.24, from right to left, as the operation of going to the normalised

phase space at s = 0; operate a simple rotation of angle µs; finally go back to the real

phase-space coordinates. The same transformations can be defined for the Twiss matrix:(
βN −αN
−αN γN

)
=

(
1√
βT

0
αT√
βT

√
βT

)(
βR −αR
−αR γR

)(
1√
βT

αT√
βT

0
√
βT

)
(2.27)(

βR −αR
−αR γR

)
=

( √
βT 0

− αT√
βT

1√
βT

)(
βN −αN
−αN γN

)(√
βT − αT√

βT

0 1√
βT

)
(2.28)

where the subscript N and R indicate respectively the coordinate in normalised and real

phase space, while T indicates the Twiss parameters with respect to which the transformation

is performed. Clearly if the transformation 2.27 is performed with respect to the same Twiss

parameters as the real phase space one, then in normalised phase space the transverse matrix

simply becomes the identity matrix. In this case the representation of the beam in normalised

phase space from the ellipse of Eq. 2.12 is a circle:

ε = x2
N + p2

xN
(2.29)

whose area is επ.

The representation of the beam in normalised phase space is often very handy, because

Eq. 2.17 becomes a simple rotation:(
βNs −αNs
−αNs γNs

)
=

(
cosµs sinµs

− sinµs cosµs

)(
βN0 −αN0

−αN0 γN0

)(
cosµs − sinµs

sinµs cosµs

)
(2.30)

The use of the Twiss function formalism, Eq. 2.22 and 2.24, will be limited in this work.

This is because in an open transfer line the initial Twiss conditions might not always be
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well defined. However the Twiss formalism to represent the phase-space evolution in real or

normalised phase space is such a powerful tool that it is not possible to avoid using it. This

formalism remains valid also for non-Gaussian beams. In this case one needs to be careful

not to imagine the beam as fully enclosed in the ellipse of Eq. 2.12, as to interpret Eq. 2.21

as the standard deviation of the size of the beam, but just as the square root of the variance

of the beam distribution.

2.3 Higher Order Representation

So far only the simplest case of linear transport has been considered, i.e. each component

of a beamline is modelled as a simple matrix that transforms the initial particle coordi-

nates into the final one. In reality a beamline can include higher order magnetic elements

(e.g. sextupoles), or in general linear elements, as quadrupoles, might have non-linear ef-

fects. Considering again the MAD-X formalism [43], one could extend the beam dynamics

representation up to the second order of each element as:



x

px

y

py

c t

∆p/p0


S

= R0S



x

px

y

py

c t

∆p/p0


0

+ T0S





x

px

y

py

c t

∆p/p0


0

,



x

px

y

py

c t

∆p/p0


0


(2.31)

In Eq. 2.31 T0S is a tensor-like object that defines the coefficients of all the second-order

terms. For example T0S136 is the coefficient of the contribution to xiS due to the second-

order term yi0 ∆pi/p0. On the other hand the representation of Eq. 2.31 turns out to be

impractical for studying higher than second-order effects because of the exponential growth

on the number of terms. For this MAD-X [6, 46] introduced the PTC symplectic integrator

[47] that can be used to study the non-linear dynamics at any desired order mainly by means

of particle tracking.

The use of PTC TRACKing techniques to study non-linear dynamics is the standard

tool used at CERN for optimising the main accelerator complex (e.g. PS, SPS, LHC). For

the present work the use of PTC TRACK is not the most efficient way to disentangle the

different effects. Moreover this work is mainly focused on non-linear effects due to terms

in ∆p/p0. To clearly emphasise the energy dependence of the final beam parameters, the

formalism used in the present work is described in the following section.

2.4 Energy Dependence

To first approximation the energy dependence on the single i -th particle trajectory is treated

as linear in ∆pi/p0, where pi is the particle momentum and p0 is the design momentum of
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the line under consideration. This dependence comes from the linearisation of the inverse

of the particle momentum pi that arises in nearly any magnetic element of a beamline. The

kick (∆α) experienced by a particle crossing a thin magnet can be expressed as:

∆α =
K

pi
(2.32)

=
K

p0(1 + ∆pi/p0)
(2.33)

=
K

p0

[
1−∆pi/p0 + (∆pi/p0)2 − (∆pi/p0)3 +O((∆pi/p0)4)

]
(2.34)

=
K

p0

Λ, (2.35)

where K is some constant dependent on the type, geometry, strength of the magnet, and on

the incoming particle orbit. The newly introduced variable Λ is defined as 1/(1 + ∆pi/p0),

or its Taylor expansion4, and carries the energy dependence to any desired order.

In order to better emphasise the effects of the momentum dependence, as in Eq. 2.34, on

the single particle trajectory one can consider an even more simplified formalism by adding

some assumptions:

• The two transverse planes are independent, i.e. there is no coupling between them. For

reference only the horizontal plane will be considered in the following.

• There is no incoming dispersion , i.e. there is no dependence on ∆p/p0 of the incoming

coordinates (x0, px0).

• The lattice is made of thin-lens elements: zero-length devices that kick the beam

sharply. Note that this will make the beam trajectory not smooth.

• Only linear elements in the incoming coordinates x and px are considered.

• No acceleration is performed in the modelled beamline. More generally, any effect that

might change the momentum of a single particle (expressed by ∆pi/p0) are neglected,

e.g. synchrotron radiation.

The main components of such a beamline are drifts and quadrupoles, whose transfer matrices

are:

Rquadrupole =

[
1 0

kQIQ 1

]
(2.36)

Rdrift =

[
1 L

0 1

]
(2.37)

where kQ is some constant proper of the quadrupole geometry and the reference beam energy;

IQ is the current set to the quadrupole; L is the length of the drift. To the standard definition

4The general form of this series expansion is available in appendix C, Eq. C.1.
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of Eq. 2.36 and 2.37 one needs to add the dependence on the energy deviation with respect to

the nominal. This can be done multiplying by Λ (from Eq. 2.35) every time a kick is applied

to the incoming particle. Moreover one might want to treat the presence of correctors, dipoles

and quadrupoles misalignments. Those elements, in first approximation, do not take part in

the pure transverse optics behaviour, so one needs to introduce a third column (and a third

row, which is trivial) to accommodate their effect on the beam. It is then straightforward

to arrive at the following transport matrices:

x0 =

x0

px0

1

 (2.38)

Rdrift =

1 L 0

0 1 0

0 0 1

 (2.39)

Rcorrector =

1 0 0

0 1 kCICΛ

0 0 1

 (2.40)

Rbending =

1 0 0

0 1 kDID(Λ− 1) + δIDkDIDΛ

0 0 1

 (2.41)

Rquadrupole =

 1 0 0

kQIQΛ 1 ∆xQkQIQΛ

0 0 1

 (2.42)

where IC is the corrector current, ID is the nominal dipole current and δID = ∆ID/ID is a

scaling error of the bending magnet. KQ;KD;KC are constants which depend on the static

properties of each element and on the reference beam energy. By construction the elements of

the third column are never multiplied with each other while composing the transport matrix

of a multi-element lattice. This means that indeed one can make independent any parameter

that appears uniquely in this column, i.e. correctors current, quadrupole misalignment and

dipole errors as in the formalism of Eq. 2.11. Note that the factor Λ has been introduced

for every term that kicks the beam, with the exception of the bending magnet, which has a

(Λ−1) factor. The case of the bending magnet is very special: if there is no scaling error (i.e.

δID = 0), and a particle with design momentum is considered (i.e. ∆pi/p0 = 0), then the

transport matrix (Eq. 2.41) becomes trivial. The bending magnet is still kicking the particle,

but it is also “bending” the reference system by the same amount, such that the effects on

the particle coordinate is null. Another important observation is that for the quadrupole

element, Eq. 2.42, the kick appears in the first column. This means that such kick will get

multiplied by the strength of all the other elements while composing the transfer matrix of

a multi-element transfer line. In terms of energy dependence, the combined transfer matrix

describing a multi-element beamline will contain elements expressed as a polynomial in Λ up

to Λn or (Λ− 1)Λn, where n is the number of quadrupole elements present in the line, and

the terms in (Λ− 1) are associated to the effects of a single bending magnet encountered by
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the beam. A generic form of a final transport matrix would be:

Rlattice =


∑n

i=1 aiΛ
i
∑n

i=1 biΛ
i IDi

(Λ− 1)
∑n

i=1 ciΛ
i + ICi

Λ
∑n

i=1 diΛ
i + . . .

. . . . . . . . .

0 0 1

 (2.43)

where ai, bi, ci, di are coefficients that depend only on quadrupole strengths and lattice design

geometry. In the third column of the full transport matrix in Eq. 2.43 there is a linear

combination of the different effects that uniformly kick the centroid of the beam. For clarity,

in Eq. 2.43 only bending magnets (IDi
) and correctors (ICi

) are reported. Quadrupoles

misalignments and errors or variation of the bending currents are similar to the corrector

case.

Typically, one refers to chromatic effects or chromaticity when beam energy variation

affects the pure optics, i.e. the top left 2× 2 sub-matrix of Rlattice. Dispersion is instead the

effect of beam energy on the orbit of the beam.

The currents of correctors and bending magnets have been explicitly kept in Eq. 2.43,

such that one can imagine them as knobs that can be varied. One can also introduce another

scaling factor for the optics of the lattice, i.e. imagine that all the quadrupoles can be scaled

by some amount. By looking at Eq. 2.42, one could rewrite IQ as I0Q(1 + ∆IQ/I0Q) = I0QΓ,

where I0Q is the “nominal” quadrupole current. By defining Γ = (1 + ∆IQ/I0Q), one can

finally rewrite the generic ingredients of matrix Rlattice as:
n∑
i=1

aiΛ
i =

n∑
i=1

a0,iΛ
iΓi (2.44)

IDi
(Λ− 1)

n∑
i=1

ciΛ
i = −∆pi

p0

IDi

n∑
i=1

c0,iΛ
i+1Γi (2.45)

ICi
Λ

n∑
i=1

diΛ
i = ICi

n∑
i=1

d0,iΛ
i+1Γi (2.46)

Together with the Taylor expansion of Λn and Γn, one has all the elements to make some

operational observation on the behaviour of a lattice as a function of the beam energy56:

• The chromatic effect of varying energy is equivalent, at first order only, to scale of the

same amount, but opposite sign, the quadrupoles strength. In fact for the nominal

energy one can write:

n∑
i=1

a0,iΓ
i =

n∑
i=1

a0,i

(
1 + i

∆IQ
I0,Q

+
i(i− 1)

2

(
∆IQ
I0,Q

)2

+ . . .

)
(2.47)

while for nominal quadrupole strengths, and so expanding the energy dependence, it

becomes:
n∑
i=1

a0,iΛ
i =

n∑
i=1

a0,i

(
1− i∆pi

p0

+
i(i+ 1)

2

(
∆pi
p0

)2

+ . . .

)
. (2.48)

Clearly the two expressions are not easily comparable at orders higher than the first.

5In order to obtain Eq. 2.45, one can use the fact that 1/(1 + x)− 1 = −x/(1 + x).
6For convenience, the generic Taylor expansions of such expressions are reported in appendix C.
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• All the elements of matrix Rlattice contribute to orbit and dispersion. However in an

ideal aligned machine, with zero incoming beam orbit and no correctors, only the third

column of matrix Rlattice is relevant, and its non-zero terms are in the form of Eq. 2.45.

This means that, in an ideal machine, only the bending magnets create dispersion.

• The first observation is valid also for dispersive effects: scaling all the magnetic ele-

ments is equivalent only at first order to changing, with opposite sign, the energy of

the beam.

• The contribution to dispersion of a corrector, as well as other imperfections, comes

from the expansion of Eq. 2.46:

ICi

n∑
i=1

d0,iΛ
i+1 = ICi

n∑
i=1

d0,i

(
1− (i+ 1)

∆pi
p0

+
(i+ 1)(i+ 2)

2

(
∆pi
p0

)2

+ . . .

)
.

(2.49)

Note that, by construction, the dispersion contribution of a corrector is linear in the

corrector current and strictly related to its orbit response, but the relation between

the two is not trivial.

• Following the assumed transfer matrix of bending magnets, Eq. 2.41, one can write

the orbit response due to bending magnet scaling, i.e. due to the term in δID, as:

δIDID

n∑
i=1

c0,iΛ
i+1Γi. (2.50)

Note that the response to orbit by scaling a bending magnet is equal to the linear

dispersion contribution of that magnet, Eq. 2.45. This means that operationally one

can measure the nominal (without being affected by correctors and quadrupoles mis-

alignments) dispersion in a line, with opposite sign, by measuring the orbit response by

scaling of the bending magnets. Of course this by itself will not give the information

about the dispersion contribution of a bending scaling error that, similarly to correc-

tors, has a dependence similar to Eq. 2.49, but it is a powerful method to measure the

expected nominal dispersion, verify the optics, and to have an indirect calibration of

any dispersive Beam Position Monitors (BPM), i.e. monitors that are installed where

dispersion is by design non zero.

This thesis aims to study in detail the non-linear energy dependence of Rlattice. From

the formalism introduced so far, and in particular by the expansions of Eq. 2.43, one could

make the attempt to extract the leading orders of non-linear effects. On the other hand the

pragmatic approach used in this work is to numerically and experimentally probe R0S with

different beam energies (∆p/p0), and so represent the beam evolution as:
x

px

y

py

c t


S

= R0S(∆p/p0)


x

px

y

py

c t


0

(2.51)

This is the basis of the simulations that will be presented in Chapter 4.



Chapter 3

Software Tools

The main hardware components of any modern accelerator are: charged particle sources,

magnets to steer and focus the beam in the transverse plane, radio-frequency source and

cavities to accelerate and focus the beam in the longitudinal direction, and beam instrumen-

tation to measure the beam properties and quality. Thanks to computer technology most

of the signals and knobs can be handled from a single console that has in principle access

to all the signals and the parameters of the equipment. However more options and signals,

and hence information available is not necessarily a plus by itself. One might easily get lost

in the zoo of signals, and eventually concentrate on a “wrong” sub-set of them. In order to

make order and extract the necessary intelligible information, one needs to take into account

additional, complementary work to design, write and debug different kinds of software and

tools.

This chapter describes the main tools which have been developed in order to achieve the

results presented in the following chapters. The emphasis will be put on the main mathe-

matical concepts and procedures implemented into the tools, more than the implementation

itself which is of less interest. The described tools and procedures have to be considered as

the working state of the art at the time of writing. As with any software, the developed tools

are dynamic systems that are continually updated and improved to address the requests that

arise on a daily basis while studying the behaviour of the accelerator. For this a large amount

of resources and time have been invested to implement the tools so as to be as generic as

possible from the beginning. The results presented in Chapter 5 are indicative of the success

of this approach: the same few tools have been used to tackle a variety of diverse problems.

3.1 Data Acquisition with MATLAB

The keys for the success of any experiment are first the quality of the available instrumen-

tation, and a reliable and flexible system of data acquisition and data processing. At CERN

a complex network of front ends is responsible for the digitisation and distribution of the

data, which are normally available in quasi-realtime to the experimentalists via the JAPC

25
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Java API1 [48]. The choice of the Java programming language allows one to have a single

API for the different platforms normally used at CERN (mainly Scientific Linux and Mi-

crosoft Windows). On the other hand Java does not provide a satisfactory mathematical

environment, and any development of new software is time consuming. As a result, different

communities at CERN developed over the years a series of monolithic Java applications to

perform common tasks or monitor beam properties and equipment status. This framework is

very appropriate for machine operations, but it can be restrictive for machine development:

accelerator physicists are left with very few generic tools to acquire and save signals, which

need to be post-processed by third-party applications. It is worthwhile to mention Oasis [49]:

a virtual scope that allows one to remotely connect, configure and obtain digitised signals

from most of the ADCs installed around the CERN Accelerator Complex, and that replaced

older applications like the Sampler [50] that is still in use for some particular applications.

At CTF3 a few custom Java applications have been developed, for instance a generic sig-

nal monitor [51, 52] used to keep track of signal references and to detect hardware drifts,

and many software feedbacks to stabilise mainly the Radio Frequency (RF) power used to

accelerate the beam [53, 54].

An alternative to the pure Java approach was to use another computing environment

that can be interfaced directly or indirectly to the CERN accelerator control system. The

choice at CTF3 has been to use MATLAB [55]. MATLAB is a well developed multi-platform

computing environment, which is currently available at CERN both on Windows and Linux

consoles. It is very powerful; it has many advanced libraries available (most of the toolboxes

are available within the CERN installation); it has a big user community inside and outside

CERN; it has an easy to learn syntax (adopted also by other computing environments); it is a

weakly typed programming language (i.e. a few lines of code are enough to perform advanced

calculations and produce publication-ready plots), and, very importantly, it supports the

loading of external Java libraries. Since most of the APIs available at CERN are written in

Java, it was natural to choose a programming language that could make use of these APIs

and at the same time allow fast development for all the studies and applications that require

high flexibility, rich mathematical libraries and easy to produce results and plots.

MATLAB libraries to get signals and set equipment parameters have been developed by

the CTF3 community over the past years. This made possible many different studies at

CTF3. Unfortunately these libraries were not sufficient for most of the studies presented in

this work. In particular there was no simple way to ensure the synchronisation between the

signals acquired from different devices, and to systematically collect the signals for each beam

produced in the facility. The step forward was then to profit from the monitoring capabilities

normally provided by the JAPC API, but never implemented in MATLAB before. This

triggered a full re-styling of the old libraries and the implementation of a generic library

known as matlabJapc, which made possible most of the experimental work presented here

and many more studies in other departments at CERN.

Just as a practical example, the following MATLAB code is enough to monitor a BPM

signal (identified by the JAPC parameter “CL.STBPM0402S/Samples#samples”):

1Application Programming Interface.
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1 % create a matlabJapcMonitor object:
2 myMonitorObject = matlabJapcMonitor('SCT.USER.SETUP', ...

{'CL.STBPM0402S/Samples#samples'}, @(data) ...
plot(data.CL STBPM0402S.Samples.samples.value));

3 % start the acquisition:
4 myMonitorObject.start();
5 %% ... after some time one might want to stop the acquisition:
6 myMonitorObject.stop();

Each time a new beam is produced at CTF3 under the so called machine-cycle or user

“SCT.USER.SETUP” the monitor object receives the digitised signal from the BPM, and it

plots it.

The details of the implementation and the features of the matlabJapc library are beyond

the scope of this work, but it is worth mentioning the main lesson learned by the experience

of its development: for machine development the key to success is to have a reliable, easy

and fast way to combine the information from all the signals available in real-time. A

natural environment can be any scripting environment with rich mathematical capabilities,

a reasonable user community and the ability to easily interact with the control system via

simple and at the same time flexible libraries. This is confirmed by the fact that, also thanks

to our successful experience, other communities at CERN started to use our libraries and

to develop similar ones for other scripting environments (e.g. Python, Mathematica). All

these experiences triggered discussions between the “beam experts” and the CERN Controls

group (BE/CO), which might contribute to the future development of the CERN controls

infrastructure.

3.2 Dispersion measurement tool

The most commonly available observable for the operator to set-up a beamline is the centroid

beam position and the beam intensity along the beamline, i.e. the beam orbit and trans-

mission. At CTF3 this is mainly measured by Beam Position Monitors (BPMs) installed in

the different lines. At start-up, the hope of the operator is that the transverse optics and

the beam quality are good enough to be able to transport the beam all the way without

major beam losses. This is normally achieved after a few empirical iterations acting on orbit

corrector magnets to steer the beam close to the centre of BPMs and, if necessary, slightly

adjusting the quadrupoles’ strength.

Once the beam is transported all the way on a “reasonable” orbit, a useful verification

of the quality of the set-up can be achieved by means of dispersion measurements, i.e. the

orbit deviation of a particle due to its energy deviation with respect to the design energy.

This is specially important in lines where dispersion is non-zero by design, like in the Drive

Beam Recombination Complex (DBRC). An uncontrolled dispersion may easily increase

the transverse beam size, leading to heavy beam losses and degraded stability. At CTF3

a MATLAB application has been developed to perform online dispersion measurements in

the different beamlines. The final functionalities and design of this application is the result

of various iterations to respond to the needs raised during daily CTF3 operations. Before
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describing the main features and use of the application the basic concepts and techniques

used for these measurements are discussed.

3.2.1 Common notions for dispersion measurement

Some theoretical details about transverse phase-space energy dependence have been treated

in Section 2.4, to which we will refer in the following paragraph. By definition [56] the

dispersion is the variation of the orbit of a single off-energy particle, with respect to the

orbit of a particle with nominal energy. In the most general case the dispersion is a non-

linear multi-dimensional function of the phase-space coordinates in terms of the momentum

offset (x = D(∆p/p0)). In the simpler linear case it is the linear coefficient Dx in the relation:

∆xi = Dx
∆pi
p0

(3.1)

where ∆xi is the orbit displacement of the ith particle due to its energy offset ∆pi/p0. In

first approximation one can see the full beam as a single particle with energy equal to its

mean energy. In order to measure the dispersion in a transfer line, experimentally one has

to change the energy of the beam with respect to the nominal energy for which the line is

tuned, and so measure the effect on the mean beam orbit. At CTF3 this can be accomplished

in different ways:

• By scaling all the magnetic elements of the transfer line under consideration. This

does not change the properties of the beam, but the scaled strength of the magnetic

elements will give the same effect as an inverse change in the energy of the beam.

Note that this method will not reveal a possible incoming dispersion if the scaling is

performed only on a section of the line. Moreover, as shown in Section 2.4, this method

is valid only for measuring the first-order dispersion.

• By scaling the beam current at the source. Since the Drive Beam linac relies on fully

loaded acceleration, any change in beam current is translated in an effective mean

energy variation2 that can be assumed to be linear [5].

• By moving the RF phase and/or power of one accelerating structure. This will simply

lead to a smaller acceleration at one location of the linac, and so a final variation

of beam energy. This measurement would start only from the chosen structure on-

ward, and normally one could obtain slightly different results depending on the chosen

structure.

• Parasitically, by watching the natural shot-to-shot beam-energy jitter due to RF phase,

RF power jitter and/or beam current jitter.

2By scaling the beam current one might also induce some other intensity-related orbits effect, like wake
fields kicks. This has been used for Wakefield Free Steering (WFS) in [57, 58].
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From a mathematical point of view all these methods are similar and can be described by a

simple matrix formalism:

~a = (a1; a2; a3; . . . ; an) (3.2)

M =


b1,1 b1,2 b1,3 . . . b1,n

b2,1 b2,2 b2,3 . . . b2,n

b3,1 b3,2 b3,3 . . . b3,n

...
...

... · · · ...

bm,1 bm,2 bm,3 . . . bm,n

 (3.3)

where M contains the beam position variation bi,j as measured at m BPMs with respect

to the unexcited orbit, for n different shots. The vector ~a contains the information on the

beam momentum variation imposed at each shot. Normally it would be:

∆pi
p0

= k ai (3.4)

where i indicates the ith shot and k is a constant of proportionality that depends on the way

one decided to excite the relative energy variation ∆pi/p0. The beamline linear dispersion

at the BPMs location would then be the array of the linear fit coefficients between ~a and

each row of M:

k


D1

D2

D3

...

Dm


(
a1 a2 a3 . . . an

)
=


b1,1 b1,2 b1,3 . . . b1,n

b2,1 b2,2 b2,3 . . . b2,n

b3,1 b3,2 b3,3 . . . b3,n

...
...

... · · · ...

bm,1 bm,2 bm,3 . . . bm,n

 (3.5)

where ~D is the dispersion for the different BPMs.

Equation 3.5 can be easily solved in least-square terms by multiplying on the right of

both sides of the equation by the column vector ~a divided by its square norm:

k


D1

D2

D3

...

Dm

 =


b1,1 b1,2 b1,3 . . . b1,n

b2,1 b2,2 b2,3 . . . b2,n

b3,1 b3,2 b3,3 . . . b3,n

...
...

... · · · ...

bm,1 bm,2 bm,3 . . . bm,n




a1

a2

a3

...

an


1∑
i a

2
i

(3.6)

The only missing information to finally extract the dispersion pattern in natural units is the

value of k, which depends on the way the measurement was performed:

All magnets scaling. In linear approximation scaling 1% up all the magnetic elements of

a lattice (or a sub-section of it) is equivalent to injecting a beam with 1% less energy.

In this case k = −1.
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Bending scaling. As shown in Section 2.4, scaling one or all the bending magnets is equiv-

alent to measure, with opposite sign, the nominal linear dispersion induced by these

magnet. Also in this case k = −1.

Beam current scaling. In theory by knowing the effective RF power delivered to the ac-

celerating structures and their beam loading one could estimate the energy variation

due to a change in beam current [5]. In practice the real dependence might not be

easily accessible. As a generic alternative one can consider a reference BPM in a (high)

dispersion region as an energy meter: at first order the beam position at such a BPM

is proportional to the energy variation as in Eq. 3.1 where Dx is the dispersion at

that BPM. So in Eq. 3.6 it would be k = 1/Dx, and ~a the measured orbits at the

reference BPM. Clearly one has to assume that one precisely knows the dispersion at

that location, as well as the BPM calibrations, misalignments and incoming orbit. In

practice by choosing the first BPM right after the first bending magnet encountered

by the beam, one can easily compute and measure the dispersion with good precision

just by knowing the bending angle3. Even not knowing precisely the “reference” dis-

persion value Dx one can always assume it fixed to a reasonable value, and so obtain

at least a dispersion pattern. This can always be useful for example to verify areas

where dispersion is expected to be zero.

Other beam energy variation. As for the beam current scaling, one might not have clear

information on the shot-to-shot energy variation. In these cases it is always possible

to refer to a reference dispersive BPM as an energy meter as in the previous case.

The described method to measure dispersion is extremely simple and robust, but one has

to be careful in interpreting the obtained pattern: if the induced beam energy variation is

too small one might be measuring other source of correlations, e.g. a jittering power supply.

For this reason it turned out to be practical to add an error bar on each measurement point.

This is defined as the r.m.s. of the residuals, normalised by the excitation norm:


σD1

σD2

...

σDm

 =

√√√√√√√√√√√
∑

row



b1,1 b1,2 . . . b1,n

b2,1 b2,2 . . . b2,n

...
... · · · ...

bm,1 bm,2 . . . bm,n

− k

D1

D2

...

Dm


(
a1 a2 . . . an

)


2

(n− 1)
∑

i a
2
i

(3.7)

The error bar computed with Eq. 3.7 increases both if there is no good correlation between

energy excitations ai and beam position bm,i, and in the case where the energy excitation

used is too small.

3This is particularly easy if there is no other elements between the bending and the BPM, but only a
reasonably long drift.
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3.2.2 Dispersion measurement via PCA

In some cases one has no knowledge about the energy variations experienced by the beam

from shot to shot, i.e. no means to determine the vector ~a. One can still attempt to compute

the dispersion by means of Principal Component Analysis (PCA) [59, 60] of the matrix M.

If one assumes that the only source of beam position variation is due to a mean energy

variation, i.e. there are no other betatron sources like a jittering power supply, then the

strongest component of PCA is the dispersion pattern.

The dispersion monitor application developed at CTF3 implements PCA analysis of the

acquired orbits. This can be useful not only to measure the dispersion pattern, but also to

identify other sources of beam jitter. The steps used for the analysis are:

• Apply so-called mean normalisation to the matrix M. In practice this means removing

the mean beam position at each BPM. This should be automatic via the definition of

the matrix M as a differential orbit measurement with respect to a stable position, i.e.

the mean orbit. This step is very important: a residual mean offset of the acquired

beam positions might lead the analysis to detect not the main source of jitter, but

simply the mean orbit of the beam.

• Perform so-called “scaling normalisation”. The main idea behind PCA is to find the

correlated pattern that explains most of the jitter measured in M. If one of the pickups

measures a significantly higher jitter, then PCA would tend to be biased towards

mainly explaining that oscillation, without really correlating it with other pickups. By

assuming that the jitter observed is Gaussian distributed, it is then reasonable to scale

each row of M by the r.m.s. of the row itself.

• Compute the Singular Value Decomposition (SVD) of M:

[U,S,V] = svd(M) (3.8)

By construction the obtained decomposition is such that matrices U and V are or-

thogonal, while S is diagonal, and it holds that M = USVT .

• The dispersion pattern, in arbitrary units, is the first column of matrix U rescaled by

the inverse of the “scaling normalisation” factors applied at the beginning. This a fair

assumption only if one is sure that the energy variation is the biggest source of orbit

variation.

• The information of how much the energy was varying from shot to shot is available, in

arbitrary units, in the first column of matrix V.

In order to scale the dispersion pattern found to its natural units, one has to make additional

assumptions. Once again the simplest and probably most reasonable method is to scale

the pattern such that it fits the design dispersion at a reference location chosen within the

acquired BPMs. An alternative method is to make some assumptions on the amplitude of the

energy jitter one is expecting while performing the measurement. The typical beam-energy
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jitter measured at CTF3 is of the order of σ∆p/p0 ≈ 10−3. Since the BPM measurement is

acquired in millimetres, and given that according to Eq. 3.1 it is σ∆x = Dxσ∆p/p0 , then it

turns out that a reasonable estimation of the dispersion pattern in metres is the first column

of U scaled by S1,1/
√
n where n is the number of beam shots acquired.

The PCA/SVD analysis provides another way of judging the quality of the measurement.

One should always look at the spectrum of the singular values extracted from the SVD, which

are the elements on the diagonal of matrix S in Eq. 3.8. If a single source of orbit jitter is

present, then one should see only one outstanding singular value (S1,1), while all the other

singular values should lie on a lower decaying plateau, and they should represent the noise

of the BPMs. In order to quantify this aspect, one can compute the ratio between the first

singular value and the sum of all singular values (S1,1/
∑

i Si,i). This indicates how much

variance is retained in terms of PCA by the first singular value and the associated singular

direction (first column of matrix U). If the ratio of the retained variance is above a certain

threshold (for example > 80%), then one can be confident that the found pattern is a good

measurement of dispersion, given of course that the energy jitter from shot to shot is the

main source of beam position jitter.

Moreover if the retained variance is lower than the expectation, which normally means

that n singular values stand out above the “noise plateau”, then this means that there are n

sources of beam orbit jitter, and no statement can be made on which could be the dispersion

pattern using PCA techniques. The actual dispersion pattern could in fact be any linear

combination of the first n columns of the matrix U. However in these cases one could still

extract precious information from this kind of analysis, for example to identify beam jitter

sources. If the n sources of jitter are independent, and their effects on the beam orbit are

orthogonal, then the first n columns of the matrix U turn out to be the orbit effects of each

single source, one of which could indeed be the energy.

Figure 3.1 shows a real example. In the middle of the CTF3 run of 2015 there was

the suspicion that some magnetic element near the injection point of the Combiner Ring

(CR) was jittering. After collecting about 100 beam orbits affected by the natural beam

orbit jitter, the SVD analysis gave the spectrum presented in Figure 3.1(b). The presence

of two main sources of jitter is clearly visible, and the two associated singular directions

are plotted in Figure 3.1(a). These have to be compared with the measured orbit response

from either enhancing the energy jitter (by scaling the beam current) or the septa jitter

(by manually varying its current), which are also reported in Figure 3.1(a). The agreement

between the first two singular directions and the two independently measured energy and

magnetic responses is clear. This led to further investigation on the power supply of the

septa, which was eventually fixed.

It is clear that PCA can be a powerful method to measure and cross-check the dispersion

pattern, as well as to identify other possible sources of orbit jitter. This method has been

implemented and successfully used in the dispersion monitor tool developed at CTF3.
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Figure 3.1: Example of jitter identification near the CR injection septa at CTF3. (a) on the
horizontal axis is the position of the available BPMs in the area with respect to the septa
position (s = 0 m). On the vertical axis is the normalised transverse orbit response under
the effects of septa variation (dashed-red line) and beam-energy variation (dashed-blue line).
The blue and red solid lines are the first and second singular directions of the SVD/PCA
analysis conducted on 100 consecutive beam orbits. (b) the singular values spectrum of the
associated SVD decomposition.

3.2.3 Non-linear dispersion measurement

In general one assumes that the beam orbit is linearly dependent on energy variations, and

practically this is most of the time a fair assumption. Actually one should expect an inversely

proportional dependence on the energy of the beam (to some power), which is due to the

kicks given to the beam from the magnetic elements of the lattice (see Section 2.4). This

means that for high energy variation and strong optics (like in CTF3) one might expect

non-linearities. One might then wonder how the natural energy spread of the beam could

interfere with the measurement of the beam position, and so with the dispersion measurement

as a difference between two beam positions readings. If one assumes that the beam has a

Gaussian energy distribution, then when the beam is crossing a location affected by a generic
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non-linear dispersion the average beam position is defined as:

〈x〉 =

∫ ∞
−∞

d
∆p

p0

[
Dx

∆p

p0

+DDx

(
∆p

p0

)2

+DDDx

(
∆p

p0

)3

+ · · ·

]
×

1√
2πσ∆p/p0

exp

(
−1

2

(
∆p/p0 − 〈∆p/p0〉

σ∆p/p0

)2
)

(3.9)

where Dx, DDx, ... are the linear and non-linear coefficients of the dispersion. All integrals

in Eq. 3.9 are the non-central moments of the Gaussian distribution. This leads to:

〈x〉 = Dx〈
∆p

p0

〉+DDx

(
〈∆p
p0

〉2 + σ2
∆p/p0

)
+DDDx

(
〈∆p
p0

〉3 + 3〈∆p
p0

〉σ2
∆p/p0

)
+ · · · (3.10)

Equation 3.10 clearly shows that indeed the average beam position is affected by the beam-

energy spread in the case of non-linear dispersion. For the dispersion measurement one

actually needs the orbit difference between two beams with different energies, which turns

out to be:

∆〈x〉 = Dx∆〈
∆p

p0

〉+
(
DDx + 3DDDxσ

2
∆p/p0

)
∆

(
〈∆p
p0

〉2
)

+

+ (DDDx + · · · ) ∆

(
〈∆p
p0

〉3
)

+ · · · (3.11)

Similarly to the procedures described in Section 3.2.1 one can then collect a series of orbit

differences under the effect of measurable energy variations, and fit the linear coefficients of

Eq. 3.11 with respect to the powers of the energy variations and extract the linear dispersion

coefficient Dx, which is not affected by higher order dispersion and/or by the Gaussian

energy spread σ∆p/p0 . Equation 3.11 highlights also other observations. If for example the

third order dispersion DDDx is negligible, then also the second order dispersion is accessible

with reasonable precision. However the higher order the non-linear term, the more the energy

spread of the beam might affect the measurement.

At CTF3 the non-linear behaviour of the dispersion can be visible in areas with high

dynamic aperture, for example at the end of the linac after the “Frascati” chicane (see

Figure 1.4). Figure 3.2(a) shows the expect non-linear dispersion at three BPMs after the

Frascati chicane, which is normally set with a strong optics (R56 = 0 optics). The simulation

is performed by considering a random displacement of the quadrupoles in the line of the

order of 100µm, which is the typical alignment precision of CTF3. Figure 3.2(b) shows a

real measurement performed in 2014: the beam energy variation on the x axis is computed

from the horizontal beam position at the first dispersive BPM in the Frascati chicane. Even

though the two plots in Figure 3.2 have different vertical axis scales, the non-linear behaviour

of the orbit dependence on the beam energy is extremely similar between measurement and

simulation. The factor 2 scaling difference between the two plots is not justified by the effect

presented in Eq. 3.11, but it could be attributed to calibration error of the BPMs, which

was suspected but never verified. Still one can state that at CTF3 non-linear energy effects

are present and at least qualitatively measurable.
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Figure 3.2: Example of non-linear dispersion measurement at the end of the linac at CTF3.
(a) the MAD-X simulation of the single particle horizontal position as a function of the
momentum error at three different BPMs installed in the area, and whose name is specified
in the legend. (b) a measurement of the average beam momentum as a function of the
beam-momentum error. The measurement has been performed at the same BPMs simulated
in (a). For each BPM the total mean position has been subtracted.

3.2.4 Application features

The onlineDispersion MATLAB application developed at CTF3 implements all the measure-

ments described in the previous sections. The common ingredient for all these measurement

is to collect a certain number of consecutive orbits. At each new beam shot a new orbit

is collected, stored in a circular buffer of the desired size, and the dispersion calculation is

performed on the stored data and the Graphical User Interface (GUI) is updated. It turned

out that the “online” approach adopted is very useful to obtain an immediate feedback on

the quality of the measurement even after only a few shots. A full list of the application

features implemented can be summarised as follows:

• Measurement and history of the estimated energy error (∆pi/p0) as the beam position

at a reference (dispersive) BPM, normalised by the nominal dispersion expected at

that location.

• Ability to wiggle the beam current and/or a set of selected magnets with definable

amplitudes and steps.

• Fit of the dispersion as the linear (or non-linear) correlation of each BPM’s data

with respect to: the energy as measured at the reference BPM, or the beam current

as measured at the exit of the Drive Beam injector, or the scaling of the specified

magnets.

• PCA analysis of the acquired orbits and the singular value spectrum is always visible

on the application GUI.

• Detailed view of a generic SVD analysis (Eq. 3.8) of the acquired orbits, including the

display of the weighted singular directions in the orbit space (columns of matrix U)

and time space (columns of matrix V).
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• Detailed view, by scatter plot, of the correlation between a selected BPM and either

the reference BPM or the magnet scaling or the beam current scaling.

• Measurement and history of the “dispersive” component of the mean beam orbit. This

is computed simply by operating the scalar product between the measured dispersion

and the mean orbit as measured by the BPMs. A dispersive component different from

zero might be a sign that the optics is not matched to the mean energy of the beam.

The main graphical interface of the application is illustrated in Figure 3.3. The final im-

plementation consists of a MATLAB compiled executable that loads a user-editable XML4

configuration file. In this way the same application can be used to measure the dispersion in

any desired beamline of CTF3. The XML configuration file contains mainly the list of BPMs

to monitor and the list of magnets to use for the magnet-scaling measurement type. All the

details of the implementation and possible options and setup of the application are beyond

the scope of the present work. It is worth mentioning that a separate GUI, not shown here,

can display the detailed SVD analysis of the acquired orbits. This last GUI turned out to

be extremely useful when more than one outstanding singular value is detected: by looking

at the detected singular direction in the observable space one has some hints on the source

of additional orbit jitter that is not correlated to the beam energy variation.

3.3 A generic slow-feedback implementation

From the operator point of view, operating an accelerator means to act on some parameters

of the accelerator components in order to control the quality of the beam as it is measured by

the beam instrumentation. With a further simplification one might expect that small-enough

changes of some parameters correspond to small, linear changes of the beam properties.

Clearly the assumption of linearity it is not always applicable, but even in the cases where

it is, one might have many linear parameters to be optimised to reach the desired beam

specification. To overcome this complexity a generic feedback library has been developed:

linearFeedback is a MATLAB class developed to easily implement feedbacks to steer any

observable parameter available in the CERN control system (i.e. reachable via JAPC [48])

that linearly (or quasi-linearly) responds to the excitation of some steerer that is reachable via

the CERN control system. There is no need to know the linear response between observable

and steerers: linearFeedback is able to measure that by exciting the specified steerers and by

measuring the response of the observables. The natural use of this tool, which also triggered

its development, is the beam orbit steering. Here the beam orbit (observable) is steered

by actioning on dipole correctors (steerers). Often the response matrix is known by the

optics model of the line, but there might be issues and errors that make it interesting, if not

necessary, to measure the response matrix on the live machine. In the following paragraph

the main mathematical details of the implementation are presented, followed by some details

of the state of the art of the interface and its use.

4eXtensible Markup Language.
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3.3.1 Details of the linearFeedback implementation

Formally the goal of linearFeedback is to help the user to solve a problem that can be

described by a system of equations:

∆odesired = M∆sneeded (3.12)

where ∆odesired is a vector of the desired variation of a set of observables, which are known to

be linearly dependent on the variation of a set of steerers, ∆sneeded. The matrix M contains

linear coefficients that link observables and steerers. Per se the problem is trivial and it only

requires to invert the matrix M. The challenge appears when the components of Eq. 3.12

are not well defined, for example:

• The observables have measurements errors5.

• The system is either over-determined (more independent observables than steerers) or

under-determined (more independent steerers than observables).

• There are hardware limitations on the possible settings of the steerers.

• The elements of the matrix M are not explicitly known.

• The linearity of the response is ensured only for a sub-space of the steerers/observables

spaces.

The implementation of linearFeedback tries to overcome the listed limitations by simple

precautions. The system is always made over-determined: the problem is extended such that

the feedback tries not only to find the steerer settings that produce the wanted observation,

but also such that the new settings are not too far from a desired configuration. Moreover

independent weights can be specified for each of the observables. These could be specified

as inversely proportional to the error in measuring the particular observable, or according

to the user experience or needs. Equation 3.12 has to be rewritten as:

W

[
∆odesired

∆sdesired

]
= W

[
M

1

]
∆sneeded (3.13)

where 1 is the identity matrix of the appropriate size, ∆sdesired is the desired variation of

the steerer settings, eventually zero, and W is the weight diagonal matrix. The solution of

such a system in a least-squares sense is well known [61]:

∆sneeded =

[M
1

]T
W

[
M

1

]−1 [
M

1

]T
W

[
∆odesired

∆sdesired

]
(3.14)

5In the current implementation of linearFeedback the assumption is made that the steerers are well known
and controllable, i.e. the error in measuring the state s0 of the steerers, at any time, is negligible.
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such that the solution minimises the euclidean norm of the weighted residuals:

∆sneeded = x : min
x

∥∥∥∥∥W1/2

([
∆odesired

∆sdesired

]
−

[
M

1

]
x

)∥∥∥∥∥
2

. (3.15)

The actual implementation of linearFeedback does not make use of the solution provided

by Eq. 3.14. Instead the MATLAB lsqlin function [62] is used. This allows one to specify

boundary conditions on the strength of the available steerers. The details of the implemen-

tation of this function are outside of the scope of this thesis. The use of the lsqlin function

has been initially introduced by the attempt to constrain the steerers not only within their

hardware limitation, but also to give the user the possibility of constraining the strength

of each steerer, and eventually force the system not to move some of the steerers. An al-

ternative approach to obtain a similar result is to operate a Singular Value Decomposition

(SVD) of the matrix M, and apply a cut-off on its singular values. In the literature (e.g.

[63]) one can find many different ways to choose the SVD cut-off, but one has to make some

assumption on the system under correction. From experience at CTF3 it turned out that

the most generic approach is still to add tuneable weights, by means of the matrix W, to

the desired correction (∆sdesired). A similar approach was also applied in [57, 58].

The linearFeedback implementation also allows one to compute and see the strength of

the correction and its effect on the observables before applying it. This allows the user

to adjust as desired the weights of observables and steerers before taking any real action.

Only when the proposed correction and its effect are satisfactory, can the user then apply

the correction with a given gain to (hopefully) approach the solution. The use of the lsqlin

function has been preserved for flexibility, but if the steerer weights are sufficiently large the

proposed correction can be made always within the desired steerers limits.

In order to address the case where no trustworthy information is available about the

matrix M, the linearFeedback implements system identification techniques. The procedure

used to measure the response matrix can be derived from Eq. 3.12:

M =
[
∆s1 ∆s2 · · · ∆sn

]−1 [
∆o1 ∆o2 · · · ∆on

]
(3.16)

where ∆si are a complete set of experimental settings that span the whole linear space

of the steerers, while ∆oi are the measured variations obtained on the observables. In

the linearFeedback different strategies to probe the full space of the steerer settings are

implemented:

• Excite each single steerer one after the other. This is equivalent to measuring one by

one the columns of matrix M.

• Randomly (or quasi-randomly) add some controlled noise to the steerers.

• Knowing an approximate version of the response matrix M, apply an excitation to

the steerers such that a desired variation of the observables is performed (e.g. local

bumps).
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The first method is of course the cleanest. However in some cases it is more interesting or

necessary to excite many steerers at the same time. The last method is instead the best

choice for a final tuning of the response matrix and to update it in case of slow non-linear

drifts of the system. In the implementation of linearFeedback the user can choose the most

suitable technique. Moreover, while performing an actual correction, one can decide to use

the outcome of each correction step to keep the response matrix up-to date. In this case a

selectable gain can be used to tune how fast the matrix M is updated if the outcome of a

correction is far from the prediction.

3.3.2 linearFeedback interface and use

A priori the linearFeedback does not need a Graphical User Interface (GUI), but this turned

out to be necessary for daily operations as well as for machine development. A considerable

amount of time has been invested in the development a general purpose GUI, with the

possibility to quickly analyse the data history via the same interface. The developed GUI

is illustrated in Figure 3.4. This single interface has all the information needed and the

means to set-up efficiently the feedback and control its operation. Other expert settings and

diagnostic tools are hidden behind the top main menu.

The linearFeedback is by itself a library, and not a tool usable out of the box, but it

provides a generic framework that can be applied to nearly any linear system. Linear-

Feedback also takes care of the interface with the CERN control system via the developed

MATLAB/JAPC library described in Section 3.1. To be practically usable one needs only

to implement a function to translate the signals coming from the CERN infrastructures into

proper observables and settings, and a function to translate the steerer settings suggested by

the feedback to proper commands understandable by the steerer hardware. What triggered

the development of such infrastructure was the necessity to have an easy and flexible way

to keep under control orbits and dispersion in the DBRC. For this specific use an additional

orbitCorrection tool has been implemented. OrbitCorrection is just a specialised “MATLAB

subclass” of linearFeedback. Its main task is to implement the concept of beam orbit and

dispersion as observables, and a function to directly act on the dipole correctors installed in

the CTF3 beamlines. For further flexibility the orbitCorrection was compiled as a standalone

application that requires an XML configuration file. This is user-editable, and it contains

mainly the signals of the BPMs to use as simple orbit or as dispersion measurement points,

and the list of corrector magnets. The “beam dispersion” definition implemented in the

orbitCorrection tool is a linear fit of the beam jitter at each BPM location with respect to

a reference BPM where the dispersion is assumed to be known and constant. This turned

out to be the most reliable and generic dispersion measurement of the ones described in

Section 3.2.

The orbitCorrection is only an example of use of the linearFeedback library. The use

of linearFeedback has been applied also to solve different problems than the orbit steering.

Some of these results will be presented in Section 5.7.
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3.4 Quadrupole scan

For the study of the linear transverse dynamics it is often important to measure the Twiss

parameters of the beam at a given location in a transfer line. A common way to do so in

transfer lines is by means of a quadrupole scan (e.g. in [64]), often contracted as quadscan.

For this technique one needs some beam instrumentation device able to measure the beam

size in real-space, for example a screen, and the possibility to change the beam size by varying

upstream quadrupole magnets. By recording the beam sizes and the quadrupole strength

variations, one is then able to fit the initial Twiss parameters. The full procedure normally

assumes that the beam can be represented in phase space as a bi-Gaussian distribution

both in the horizontal and vertical planes. Normally one would consider the two planes as

uncoupled, but in the literature 4D measurement of coupled beams have been studied, e.g.

in [65].

At CTF3 a MATLAB application was already developed and successfully used for many

years for the commissioning and optimisation of the accelerator complex [66, 67, 68]. The

mathematics behind it is conceptually simple. Following the formalism of Eq. 2.20 one can

write the beam variance in real-space at the screen location as:

σ2
s = βsε =

(
A2 −2AB B2

)β0

α0

γ0

 ε (3.17)

where β0, α0, γ0 are the Twiss parameters one would like to measure at some location, A,B

are the relevant coefficients of the transfer matrix from the Twiss parameters measurement

location up to the screen location, and ε is the emittance that is assumed to be preserved

during the transport of the beam. By varying the strength of the quadrupoles in the lattice,

and so by modifying in a controlled manner the coefficients A,B, one can record for n > 3

consecutive shots the different settings and the measured variances:
βs,1

βs,2
...

βs,n

 ε =


A2

1 −2A1B1 B2
1

A2
2 −2A2B2 B2

2
...

...
...

A2
n −2AnBn B2

n


β0

α0

γ0

 ε (3.18)

The initial covariance matrix, defined by β0ε, α0ε, γ0ε (see Eq. 2.15), can be computed by

inverting the linear system of Eq. 3.18. The emittance ε can finally be extracted as the square

root of the determinant of the covariance matrix, Eq. 2.16, and so one can fully determine

the Twiss parameters at the beginning of the line. It has to be stressed that the emittance

measured is the geometric emittance. This is then generally transformed into the normalised

emittance εN by multiplying with the relativistic γ of the beam.

The operational challenge of this technique is in the choice of an appropriate set of

quadrupoles and relative strengths to perform the measurement. The simplest strategy

is to use only a couple of quadrupoles in the vicinity of a screen, and to vary a single

quadrupole such that the beam variance measured at the screen is passing a minimum, i.e.
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the beam waist. In phase space this turns out to be equivalent to a rotation of the phase-

space distribution from a positive covariance, σx,px , to a negative one. Another interesting

approach is described in [69], which is based on a work done [70, 71] at the previous CLIC

Test Facility 2 (CTF2). In this latter case the idea is not to move only one quadrupole at a

time, but to move many quadrupoles to keep the beam size at the screen constant, i.e. only

changing the phase advance between the Twiss-parameter measurement point and the screen

location. This technique has been implemented recently within the general quadrupole scan

application available at CTF3, but not used for the results presented in this thesis.

In general special care should be taken while performing this kind of measurement in

the presence of unwanted dispersion and high beam-energy spread. The effects of a large

energy spread on the emittance measurement has been studied for the CLIC decelerator in

[72]. Here it is important to point out that by taking into account only linear energy effects,

one should re-write Eq. 3.17 as:

σ2
s = βsε+D2

x,sσ
2
p =

(
A2 −2AB B2

) β0ε+ σ2
pD

2
x,0

α0ε− σ2
pDx,0Dpx,0

γ0ε+ σ2
pD

2
px,0

 (3.19)

where D2
x,sσ

2
p is the dispersion contribution to the beam variance. The dispersion at the

screen, Dx,s, is the propagation of the incoming dispersion, Dx,0, and its derivative with

respect to s, Dpx,0, that propagate under the effect of the same coefficients A and B. σp is

the r.m.s. energy spread that here is assumed to be normally distributed. Note that from

Eq. 3.19 there is no way with a simple quadrupole scan to disentangle the additional energy

effect from the “betatronic” one. In practice one could and should always verify that no

residual dispersion is reaching the screen location, such that the measured variance is only

due to the betatronic motion of the particles. A good practice would be to vary the beam

energy for every setting of the quadrupoles during the scan, and to verify that no orbit

variations are visible around the screen area. More complex techniques, not implemented

at CTF3, would imply that one be able to modify in a controlled way the dispersion at the

screen location, as in [73].

In the absence of dedicated measurements, one can still try to estimate the worst dis-

persion contribution to a real quadscan measurement. Figure 3.5 shows the result from a

quadscan after the DBRC at CTF3. Typically the measurement software performs only a fit

of the initial Twiss parameters, assuming no initial dispersion. The opposite strategy is to

assume zero beam emittance in Eq. 3.19, and to fit the data as if it would be generated by

some incoming dispersion (Dx,0, Dpx,0). In this case a Gaussian energy spread of the beam

is assumed, with σ∆p/p0 = 0.5%. This gives the green fit. Finally one can make a global

non-linear fit considering both effects, i.e. by fitting all the unknown quantities of Eq. 3.19

using the previous results as initial conditions for the fit. The new result, not surprisingly,

gives the same representation as the first one, but it also gives one of the possible guesses for

both Twiss and dispersion parameters. The numerical results of this exercise are reported

in Table 3.1: The emittance reduction from the fit assuming only the betatron effect and

the non-linear fit that assumes both betatron and dispersive effects is remarkable. The ini-

tial dispersion parameters, as much as they sound high, could be realistic considering the

location at which the quadscan was performed: the screen CC.MTV0970 is installed in the
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Figure 3.5: Horizontal beam variance measured at screen CC.MTV0970 as a function of a
single quadrupole (CC.QDL0920) current. The blue points are the measured values. The
error bar is the error on the Gaussian fit of the beam profile at the screen. The blue line is
the fit of the data points considering only the Twiss effects. The dashed-green line is the fit
of the data points considering only dispersive effects, i.e. imposing zero beam emittance and
Gaussian energy spread. The dashed-red line is the fit of the data points considering both
dispersive and Twiss effects.

βx [m] αx εNx [µm] Dx [m] Dpx [rad]

Twiss only 4.1± 0.3 −0.7± 0.1 419± 10 – –

Dispersion only – – – 0.19± 0.06 −0.11± 0.02

Twiss and Dispersion 8.8± 0.6 −1.9± 0.2 182± 12 0.15± 0.08 −0.08± 0.01

Table 3.1: Initial Twiss and dispersion parameters obtained from different fit method applied
to the quadscan data presented in Figure 3.5.

CLEX area, just after the long TL2 chicane (see Figure 1.4). The order of magnitude of

the horizontal dispersion inside the chicane is about 0.5 m. One could think that the TL2

line was badly set up off-energy at the time of the measurement, such that some dispersion

was leaking out of the chicane and was reaching to the screen location. However, it has to

be stressed that the result obtained is just a possible scenario over infinite, equivalent, ones.

Moreover such a high dispersion would have been quickly identified by the operator with

the impossibility to transport the beam afterwards. Still the important message here is to

underline that one should always take with care the absolute values of the Twiss parameters

obtained from a quadscan measurement, especially when they are performed in the vicinity

of high dispersion regions. On the other hand, the values obtained, especially the emittance,

can always be considered as representative of the local beam quality, and they are useful

indicators for tuning the machine.
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(a) reconstruction location
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ρ′

(b) screen location

Figure 3.6: Correspondence between a phase-space profile integral line (dashed line) at the
reconstruction location (a) and at the screen location (b). The red arrows identify the
distance of the integral line from the origin of the axes at the two locations.

3.4.1 Phase-space distribution: Tomography

By construction a quadscan uses the beam size, usually measured as the σ of a Gaussian

fit to the measured profile, to determine the Twiss parameters. Experimentally the particle

distribution in phase space can be far from bi-Gaussian and one might be interested in a

more detailed picture of the phase-space distribution itself, with all its features. This could

be achieved by means of transverse phase-space tomography.

In the literature early experimental verification of the use of tomographic techniques to

measure the transverse phase-space distribution have been studied and presented in [74, 75].

At CTF3 a tool to perform transverse tomography has been implemented [76, 77]. The

current implementation makes use of the Inverse Radon transform [78, 79] offered within the

Image Processing Toolbox of MATLAB [80, 81]. The idea is to use the same beam profiles ac-

quired during a quadrupole scan to reconstruct, at least qualitatively, the shape of the beam

phase-space distribution. In general the Inverse Radon transform is the reconstruction of a

two variable function (here the beam phase-space distribution) from a series of line-integrals

of that function (e.g. beam profiles) taken on straight lines at different angles. The operation

of performing a quadrupole scan is equivalent, with the proper transformations, to rotating

the phase space and measuring the projection of the beam particle distribution on the axis

x. Consider the transformation of the beam-phase space between two beamline locations

as represented in Figure 3.6. In linear-optics approximation, as of Eq. 2.2, the parallelism

between lines is preserved along the beamline. One can assume that the points represented

by the dashed line in the initial phase space in Figure 3.6(a) are transported by the lattice

into the vertical line in the final phase space in Figure 3.6(b). While taking a transverse

beam profile measurement at the screen location, one is actually computing the line integral

of the beam phase-space distribution along the vertical dashed line in Figure 3.6(b). This

integral by the rigidity of the transformation has to be the same as the one computed on the

correspondent dashed line at the reconstruction location, Figure 3.6(a). By applying simple

trigonometric relations, one finds that:

tan(θ) =
B

A
(3.20)

ρ′ = ρ
√
A2 +B2 (3.21)
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where A,B are the same coefficients of the transfer matrix from the measurement location up

to the screen location as in Eq. 3.17. Thanks to the profile measured at the screen location

during a quadrupole scan and at the relations of Eq. 3.206 and Eq. 3.21 one has then all the

ingredients to apply the Inverse Radon transform offered by MATLAB and so obtain a 2D

representation of the initial phase space.

In order to get a reasonable representation of the phase space one needs many beam

profiles taken over a wide range of rotation angles. This unfortunately is most of the time

impractical, and not all quadrupole scan data is suitable for this kind of reconstruction.

However sometimes the range of the rotation is big enough to allow a qualitative reconstruc-

tion, as in the example presented in Figure 3.7. Figure 3.7(a) shows the key ingredients of

the reconstruction process. The profiles measured at the screen (top-left plot) are associated

to a phase-space rotation (top-right plot) using Eq. 3.20. The profiles are then stretched

using the relations of Eq. 3.21 (bottom-left plot) and interpolated over a finer range of angles

(bottom-right plot). The final tomography reconstruction using the Inverse Radon transform

function [80] is shown in the contour plot in Figure 3.7(b). This has to be compared with the

equivalent phase-space reconstruction one obtains using the ordinary quadscan technique on

the same data. The colour code represents the height of the beam phase-space density dis-

tribution, after being normalised by imposing one as maximum height for both tomography

and quadscan techniques7.

Figure 3.7(b) shows that the tomography reveals a long tail. Tails are also clearly visible

in the profiles in the top-left image of Figure 3.7(a), but these are obviously neglected by

the quadscan procedure, which is based on Gaussian fit of the profiles. One can identify

the core of the beam with the middle contour, which represents the 2D Full Width Half

Maximum (FWHM) of the two density distributions (height equal to 0.5 with respect to

the peak of 1). It is interesting to see, as one would naively expect, that the simpler and

more robust quadscan translates the presence of the tail into a wider FWHM than for the

tomography technique.

The experience so far at CTF3 is that the tomography technique can be a powerful tool for

qualitative measurement of the beam quality. On the other hand a quantitative measurement

using tomography techniques seems more challenging, and further development is needed to

correctly interpret the results. Still, it seems to be a complementary tool to the simpler

quadrupole scan, and it can help to spot major issues relative to the beam quality, especially

in the Drive Beam Recombination Complex.

6Care has to be taken while computing the angle θ over the full range from [0, 2π], but this can easily be
addressed by taking into account the sign of the coefficients A,B.

7The correct procedure would probably be to normalise by the volume of the distribution. Unfortunately
the tomography reconstruction generates long, noisy low tails that heavily affect the total volume, making
such normalisation very fragile.
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Figure 3.7: Typical tomography reconstruction of a (bad) factor-4 recombined beam at screen
CC.MTV0970 at CTF3. (a) the horizontal beam profiles measured at the screen (top-left
plot). The profiles are associated to a different phase-space rotation (top-right plot). The
same profiles are normalised and scaled according to Eq. 3.21 (bottom-left plot). The ob-
tained profiles are interpolated over a finer range of angles (bottom-right plot). (b) a contour
plot of the horizontal phase-space reconstruction by means of the Inverse Radon transform
of the interpolated profiles, compared with the equivalent phase-space reconstruction from
a quadrupole scan using the same data. The colour code is the density distribution, which
has been normalised to have peak (identified by the black cross) equal to 1 in both cases.



Chapter 4

DBRC Optics Verification and
Optimisation

In Section 1.3 a general overview of the CLIC design and its Drive Beam Recombination

Complex (DBRC) was presented. In the DBRC the different sub-trains of the incoming

long train follow different paths of different lengths. All sub-trains finally get recombined

in a shorter train with higher bunching frequency and so higher pulse current and power.

The goal is to increase the instantaneous power that can be used to accelerate the Main

colliding beam, but this is possible only if the longitudinal and transverse quality of the

single bunches is preserved, as well as the regularity of the longitudinal structure and the

projected beam size of the final train. This is a challenging task by itself, which becomes

even harder considering the order of magnitude of the beam parameters and the expected

performance reported in Table 1.4.

Different methods for optimising the different sections of the CLIC DBRC are available

in the literature and are summarised in the CLIC Design Report [3]. For CTF3, several

optimisations were performed during the design and commissioning of the facility [5, 42,

82, 83]. In this chapter some of the main effects that affect the quality of the beam in

the DBRC at CTF3 are identified and quantified. The results obtained suggest possible

improvements to the CLIC DBRC design. In this thesis the focus is on the transverse

plane. For the longitudinal plane, one can refer to [84, 85] for studies and measurements

performed at CTF3. The projected emittance of the final train after the different stages of

the recombination is used here as a figure of merit of the quality of the DBRC design. One

of the objectives of CTF3 is to obtain a factor-8 recombination with < 150 µm projected

normalised emittance in both transverse phase spaces.

The present work is one of the first studies that attempts to simulate the full recombina-

tion process at CTF3 without the necessity to track single particles. The proposed method

allows one to disentangle the contribution of dispersion, chromatic and orbit effects. The

simulations presented in this chapter reveal that one of the effects that can spoil the trans-

verse beam quality is the non-linear dispersion. Hints of such effects in the CLIC DBRC

design were found already in [86].

At the present stage of the study, only the ideal, perfectly aligned, machine is simulated,

48
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considering only linear magnetic elements. In the initial design of CTF3, non-linear cor-

rections with sextupoles were planned [5], but in practice rarely used due to operational

difficulties, mainly caused by alignment imperfections. The aim of this study is to evaluate

the best performance of the DBRC at CTF3 that one could achieve with an ideal, perfectly

aligned machine, but with only linear elements. The next step would be to simulate the

effects of imperfections, but this has not been addressed yet.

4.1 Simulations with MAD-X

A standard method to study emittance growth effects in the DBRC would be to simulate

the recombination process by tracking all the different bunches up to the point where they

merge in the final train, and then to fit the Twiss parameters of the final particle distribution.

Unfortunately, most of the particle tracking software that has been designed over the past

years is mainly meant to simulate storage rings or simple transfer lines. In these cases all

the particles composing the beam follow the same path, eventually some billions of times. In

the case of the CLIC DBRC different particles might take different paths, and most of the

available software does not allow for this. In order to fill this gap, special software is being

developed at CERN [87]. Such software was not available at the start of the work presented

in this thesis. For this reason a custom method using MAD-X [6] has been adopted, but

without performing any particle tracking. The used approach may be simplistic, but it allows

one to disentangle what are believed to be the main effects.

The main idea behind the procedure used in this thesis is to represent the beam dy-

namics by using the formalism of Eq. 2.51. The procedure is then based on the following

assumptions:

• The nominal transverse dynamics for a monochromatic beam is mainly of the first

order due to the small dimension of the beam (i.e. less than a few mm), and the

relatively short length of the lattice (up to a few hundred metres).

• The mean orbit of a monochromatic but off-energy beam is well described by the

second-order orbit transport of MAD-X, thanks to the generally small orbit deviation

(e.g. less than a few mm).

• By specifying an initial DELTAP in a MAD-X [43] TWISS function call, all the mag-

netic elements are correctly rescaled to the required energy. This means that the

transport map computed for each element is exact in terms of the beam energy. The

eventually non-zero orbit that is generated is then transported “correctly” up to the

second order as in the previous assumption.

The hypothesis behind all these assumptions is that the main non-linear effect that is disturb-

ing the beam recombination is the energy dependence of the DBRC optics. The justification

for this assumption comes mainly from the fact that the Drive Beam has a relatively high

energy spread (σ∆p/p0 ≈ 0.6%), and, due to the nature of CTF3, the long-term energy varia-
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tion and/or energy measurement errors can be up to 0.5%. This means that the total energy

acceptance of the machine needs to be > 1%.

The procedure used in the simulations can be summarised as:

1. MAD-X is used to compute independently the transfer matrices and orbits by means

of TWISS function calls for a set of DELTAP values, along each possible path in the

DBRC.

2. Given the covariance matrix (Σ0,i) representing the beam distribution in phase space at

the beginning of the line, the transported covariance matrix (ΣS,i) is computed (Eq. 2.7)

for each monochromatic beam, and for each possible path, up to any interesting location

of the lattice.

3. All the covariance matrices and orbits are combined in the final covariance matrix

(ΣS,tot) describing the projected phase-space distribution of the beam at the interesting

locations1.

4. The statistical emittances and Twiss parameters are extracted from the total covariance

matrix (Eq. 2.15).

This technique, apart from the linear approximation to the pure mono-energetic behaviour,

is equivalent to performing particle tracking and then computing the covariance matrix of the

tracked particles, from which one can extract the Twiss parameters. The main advantage

of this method is that the simulation has to be performed a priori only once: once the

transfer matrices and orbits are known, one can choose any initial phase-space and energy

distribution, and immediately compute the final covariance matrix of the (combined) beam

without tracking any single particle. Moreover one can simply “turn off” some effect to study

the impact of the others, e.g. one can neglect chromaticity by considering all the covariance

matrices being transported as one with nominal energy, and so consider only the effects of

orbit and dispersion.

In all simulations presented here the beam at the entrance of the DBRC is assumed

to be composed of perfectly Gaussian bunches in both transverse and longitudinal planes,

without any coupling. The beam is then split into eight equal sub-train of bunches, one for

each possible path that is undertaken by the different parts of the initial beam to finally

obtain the design factor-8 recombination. For each of the 8 sub-train a representative bunch

is considered. When considering energy effects, each bunch is further split into n mono-

energetic slices. Each slice differs from the others only in energy and population, which vary

according to the assumed Gaussian energy spread of the beam. All the slices are assumed

to be equally described by the same initial Twiss parameters at the entrance of the DBRC.

The full recombined beam is then the overlap of 8 × n bunches/slices, each of which is

transported to the end of the DBRC following a different path, which is modelled by the

respective transport matrix.

1The covariance matrix that results from the combination of two or more covariance matrices is well
defined and is derived in appendix D.
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As a cross verification of the results presented, all the simulations have been performed

using PTC TWISS [46, 47]. Moreover, conventional tracking by means of PTC TRACK

has been performed for some key cases. PTC has many options that might affect the final

results; the settings that have been chosen are:

1 PTC CREATE LAYOUT, MODEL=1, METHOD=4, NST=10, EXACT=true, CLOSED LAYOUT=false;
2 PTC SETSWITCH, NOCAVITY=true, FRINGE=true, EXACT MIS=false, TIME=true, ...

TOTALPATH=false;
3 PTC TWISS, DELTAP DEPENDENCY=true, ICASE=56, NO=1, SLICE MAGNETS=false, ...

BETX = ..., DELTAP = ...;
4 [...]
5 PTC START, X=...;
6 PTC TRACK, ICASE = 56, ONETABLE;
7 [...]

4.1.1 Note on the definition of emittance

The final goal is to quantify and eventually optimise the projected transverse emittance of

the fully recombined beam after the DBRC. With the simulation procedure presented in the

previous section, as well as with normal tracking, the definition of emittance that is conven-

tionally used is the square root of the determinant of the total covariance matrix, Eq. 2.9,

which is defined as the statistical emittance. This value is actually difficult to interpret,

especially if one considers only and independently the 2 × 2 blocks of the total covariance

matrix relative to the two transverse phase spaces. In the case of a mono-chromatic beam

one could say that such emittance is indeed the conserved quantity in a linear transfer line

(see Section 2.1), but in general it is not true that at a given location 68.3% of the beam is

enclosed, in real-space, within ±
√
εΣβs, where εΣ is the computed total statistical emittance

and βs the nominal Twiss parameters at the given position s. There are two reasons: first

because the final beam could be far from being Gaussian, and second, the beam is not nec-

essarily oriented according to the desired nominal Twiss parameters. Moreover in the case

of a non mono-energetic beam, even the conservation of such a quantity might be in doubt.

In this case one should at least consider the full 6D phase space, and assume pure linearity

of the energy effects. De facto, the value of εΣ can always be compared with the ideal initial

emittance ε0, and one can perform an optics optimisation using the ratio (εΣ − ε0)/ε0 as a

local figure of merit.

If the total emittance εΣ is the natural and most commonly used choice, one could still be

interested in obtaining some idea of the final beam size if such a beam would be injected into

a “nominal” transfer line. For this purpose a different definition of emittance is proposed.

ε is defined as the minimum emittance associated with an ellipse oriented as in the given

nominal optics that contains all, or at least a certain percentage, of the simulated particles.

Since the simulations presented in this thesis assume that all the initial bunches and slices

are Gaussian, and so are well represented in phase space by ellipses, then πε represents the

area of the ellipse, oriented according to the nominal Twiss parameters, that includes all the

ellipses of all the simulated and merged bunches and/or slices. Figure 4.1 helps to clarify

the definition of ε used in this chapter. A and B represent the distributions of a generic
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Figure 4.1: A and B represent the distributions of a generic coordinate of two hypothetical
Gaussian bunches that are combined together. The Gaussian labeled by ABΣ is built by
using the statistical definition of emittance of the combined beam, while AB is built by using
the ε definition.

coordinate of two Gaussian beams that are recombined into a single beam. The standard

deviations of the two Gaussians are respectively σA and σB and are directly proportional to

the square root of the respective emittances. Clearly the distribution for the same coordinate

of the combined beam is the sum of the two distributions, i.e. the red area A + B, which

is far from being Gaussian. However, if one would compute the statistical emittance of the

combined beam, and build the Gaussian relative to that emittance, then one would draw the

distribution labeled by ABΣ. Clearly ABΣ has lost any useful connection with the size of the

real distribution of the combined beam: the long tails are heavily overestimating the range

of the considered coordinate. The only meaningful quantity in ABΣ is the mean coordinate

µABΣ
, which indeed represent a physical quantity for the combined beam. For the purpose

of this chapter, it is in some case more important to identify the size of the combined beam,

which is defined as the coordinate range which contains at least 99.7% of the final particles,

i.e. equivalent to ±3σ of a Gaussian distribution. In Figure 4.1 this would be the coordinate

range from µA − 3σA and µB + 3σB. The ε definition of emittance used in this work is then

the one that identifies the distribution labeled AB in Figure 4.1, i.e. a Gaussian such that

µAB + 3σAB = µB + 3σB and µAB − 3σAB = µA − 3σA. Note that in this case only the

standard deviation σAB has a physical meaning, while the mean µAB has not.

By using the Twiss functions the beam size is identified by σ =
√
βε. With the given

definition of ε, it is not necessarily true that 68.3% of all the particles are included within

±
√
εβs, where βs is the value of the Twiss β-function at the location s. However it is true

that 99.7% of particles of the final beam are enclosed within ±3
√
εβs. Note that for a single

Gaussian beam both emittances are identical: εΣ = ε.

Coming back to the phase space, where the single bunch or slice is represented by an

ellipse, in order to find the ellipse representing ε, it will be convenient to think of the

problem in normalised phase space. This will translate the problem from finding an ellipse,

into finding a circle, which is easier. This could be the way to proceed if one would like

to apply the same definition for tracked particles: numerically, the problem of finding the

smallest circle which contains all the given points is in fact well known [88].

In the following sections of this chapter both definitions of emittance will be used to
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study the effects of mis-steering, optics mis-matches and energy spread in the DBRC of

CTF3. Note that both quantities εΣ and ε are not easily measurable in practice, but they

are useful definitions for estimating the final performance of the DBRC.

4.2 Drive Beam Recombination at CTF3

In the Drive Beam Recombination Complex (DBRC) at CTF3 (Section 1.3.2) the initial

1.2 µs-long beam is divided into 8 sub-trains of bunches that follow different paths before

being recombined into the final 140 ns-long beam. Here we study the optics currently in use

at CTF3 for the bunches, or sub-train, that take the longest path, i.e. one turn in the Delay

Loop (DL), one passage in the Transfer Line 1 (TL1) and 31/2 turns in the Combiner Ring

(CR). Even though the DL and CR are indeed closed rings, they are treated as unfolded

transfer lines, e.g. two turns in the CR are treated as a single line twice the length of the

CR and so on. Figure 4.2 shows the nominal optics for the longest path, which is taken by

the train of bunches arriving first in the DBRC. The later trains follow only parts of this

path. For example the second train skips the DL, while the last of the eight sub-trains skips

the DL and performs only half a turn in the CR. Ideally all sub-trains are supposed to arrive

at the end of the DBRC equally shaped, with their bunches interleaved to obtain a regular

12 GHz beam. Figure 4.2 assumes that all the lines of the DBRC are perfectly modelled by

the currently available MAD-X model. It is also assumed that the incoming beam arrive in

the DBRC perfectly matched with the ideal Twiss parameters. The key points of the DBRC

optics that need to be fulfilled are the following:

• The transverse and longitudinal optics of the DL have to be closed, such that the

delayed and bypassing sub-trains recombine without any transverse mismatch or bunch

lengthening.

• Similarly, the CR has to be closed in terms of transverse and longitudinal optics, such

that the bunch shape is preserved independently of the number of turns in the ring.

• The optics of the TL1 between the DL and CR has mainly to ensure the transport from

the closed solution of the DL to the closed solution of the CR. One could be less strict

here for the longitudinal plane. Since TL1 is a common line for all the bunches taking

part in the recombination, any linear distortion can be re-compensated in the later

Transfer Line 2 (TL2) that transports the beam to the Experimental Area (CLEX).

The latest TL2 and CLEX lines are not modelled here, since they are beyond the scope

of this thesis.

One can observe in Figure 4.2 that from the third turn in the CR the dispersion function

is distorted. This is due to the non-closed dispersion of the orbit bump generated by the

RF deflectors that are installed to allow the injection of the different sub-trains. With the

current optics and layout of the CTF3 CR this is assumed to be unavoidable. For the CLIC

design possible solutions have been studied and are described in [3, 86].
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Figure 4.2: Nominal βx (blue), βy (red) and horizontal dispersion (green) functions seen
by the first arriving train of bunches in the CTF3 DBRC vs. the longitudinal coordinate
along the unfolded DBRC lattice. The modelled lattice starts with the DL, followed by the
transfer line TL1 and the 31/2 turns in the CR (CR1, CR2, CR3, CR4). The lattice ends
just before the extraction from the CR.

One can imagine that there could be orbit and transverse optics mismatches that might

spoil the final beam quality. The simplest way to show this is to simulate an incoming

beam with an offset, either in orbit or transverse optics, with respect to the ideal solution.

Figure 4.3 represents the horizontal phase space of an ideal monochromatic beam that has

been recombined in the DBRC, but that starts from an orbit offset (1 [mm], 0.5 [mrad]),

Figure 4.3(a), or an optics mismatch (∆β = −50%, ∆α = 100%), Figure 4.3(b). The

simulated transverse beam parameters are compatible with what is typically measured at

the entrance of the DBRC at CTF3 and summarised in the following table2:

Beam momentum 140 MeV/c

Normalised horizontal emittance εNx 60 µm

Normalised vertical emittance εNy 100 µm

Assuming an incoming bi-Gaussian, uncoupled beam, each solid-line ellipse in Figure 4.3

encloses 99.7% of the particles of the represented beam-let. One can observe that in both

cases the eight ellipses separate with respect to each other, leading to emittance growth.

The red-dashed ellipses represent the ellipse which area is proportional to nine times the

square root of the determinant of the total covariance matrix, i.e. 9πεΣ, and its orientation

is defined by the elements of the total covariance matrix. The black-dashed ellipses are

defined by an area of 9πε̄, and are oriented as the nominal beam (dashed blue contour). The

definitions of εΣ and ε̄ are defined in the previous Section 4.1.1. One can observe that the εΣ

2For these initial simulations an ideal, monochromatic beam is assumed.
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Figure 4.3: Horizontal phase space of a factor-8 combined beam at the end of the DBRC
for an incoming beam with an orbit error (a) or transverse optics mismatch (b). Each
solid-coloured ellipse represent one of the sub-trains taking part into the recombination.
The blue-dashed ellipse represents the unperturbed ideal beam. The black and red-dashed
ellipses represent the combined beam respectively following the definition ε̄ and εΣ of the
combined emittance.

definition might be over-estimating the emittance growth, while under-estimating it in the

other. The definition ε̄ seems instead to better represent the final beam envelope in both

situations.

The aim of the following Section 4.2.1 is to identify and give an order of magnitude of the

different effects that might lead to emittance growth during the recombination. From the

simulations of the full recombination process, as in Figure 4.3, it is difficult to judge which

are the tolerances that one should respect. The method proposed hereafter is instead to first

analyse the main effects when combining two beams. Afterwards the developed methodology

is applied to the factor-2 recombination that is performed in the DL and the factor-4 in the

CR. The obtained rules can be used as a guideline while operating the machine to guess in

advance the expected performance of the recombination, given the available signals.

4.2.1 Main emittance growth contributions

While recombining two beams of equal intensity one can distinguish three main effects that

could lead to emittance growth:

• Orbit offset.

• Transverse optics mismatch.

• Mismatch due to dispersion, if the two beams are not mono-energetic.

In this section these effects are analysed independently in order to identify the leading orders.

The beams are assumed to have the same initial properties, and, independently of the path
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Figure 4.4: (a) horizontal phase space of a factor-2 recombined beam with orbit mismatch
between the two beams. The same recombination is represented in normalised phase space
(b). B1 and B2 are the two initial beams. The blue ellipse B1+2 represents the combined
beam in terms of the ε emittance definition. The dashed-black ellipse is oriented as the
beam ellipses and lies on the beam centres. (c) is equivalent to (b), but the orbit mismatch
is maximised with respect to the tolerated combined beam envelope (Btol).

taken during the recombination, not to be affected by major single-bunch emittance growth.

Effects due to coherent synchrotron radiation (CSR) and transverse non-linearities are not

covered in this work (see Appendix B).

All the simulations presented in this thesis assume linear and uncoupled optics. Here only

the horizontal plane is considered, but the same description can be applied to the vertical

plane. The beams that take part in the recombination process are assumed to be bi-Gaussian

distributed in the transverse phase space and monochromatic.

Orbit mismatch

The definition of emittance ε introduced in Section 4.1.1 is now considered. Figure 4.4(a)

shows a generic representation of what could happen in real phase space if two beams are

combined with an orbit mismatch. In order to find the ellipse, oriented according to the nom-

inal optics, that encloses both beams it is convenient to translate the problem in normalised

phase space, Figure 4.4(b). In Figure 4.4 each solid-black ellipse, or circle, is assumed to

contain 99.7% of the represented Gaussian beam. In normalised phase space the radius of

the circle representing a beam must then be equal to three times the square root of the

beam r.m.s. emittance. If one has a predefined budget for the emittance growth during the

recombination, then it is possible to define a hypothetical tolerated envelope (Btol) within

which both beams have to be included, see Figure 4.4(c). The question is then to find the

maximum distance (dmax) that one can tolerate not to exit from the circle Btol. It is straight-

forward to see that dmax = 2(rtol − r0). In a real machine it is difficult to perform a direct

measurement of the distance d in phase space. However one can imagine that in the later

transfer line the two beams will rotate in phase space along the dashed-black circle or ellipse

presented in Figure 4.4. The instantaneous projection on the x axis of the distance vector d

will then be the orbit separation between the two beams. One can see dmax as the diameter



4.2 Drive Beam Recombination at CTF3 57

of a “virtual” beam, with its own “virtual emittance” (εV ), that propagates in the transfer

line defining its “virtual beam envelope”
√
εV β(s), where β(s) is the nominal beta function

of the transfer line. In Figure 4.4 such an envelope defines a corridor within which the two

beam orbits have to be confined to preserve a given tolerated emittance growth. Vice-versa,

from the two orbits one can fit the virtual emittance and so measure the expected ε growth.

Formally, εV is computed as:

dmax
2

=
√
εV = 3(

√
εtol −

√
ε0) (4.1)

= 3
√
ε0

[(
1 +

∆εtol
ε0

) 1
2

− 1

]
(4.2)

The maximum orbit deviation that one tolerates at one location is then:

∆xmax = 2
√
εV β(s) = 6

√
ε0β(s)

[(
1 +

∆εtol
ε0

) 1
2

− 1

]
(4.3)

where β(s) is the nominal Twiss parameter at that location. Clearly it is not enough to fulfil

the orbit restriction given by Eq. 4.3 at one single location, but it has to be fulfilled at any

location in the transfer line where the two beams travel together, and in particular at the

BPMs installed in that line3. One might note that an orbit-mismatch implies also an offset

in the outgoing average beam orbit. However this can always be corrected in the following

transfer line with the use of steerers, since this is a rigid transformation of the overall beam.

The procedure expressed so far makes the assumption that one does not adapt the trans-

verse optics of the common transfer line to the orbit mismatch. One could in fact rematch

the optics so as to enclose the beams B1 and B2 of Figure 4.4(a) in a smaller ellipse than

B1+2, but differently oriented in phase space. Here this case is not considered. One can in

fact imagine a scenario where the orbits drift during machine operations, which would imply

the need for a constant rematching of the optics. A more convenient solution is instead to

design an orbit feedback that keeps the orbits within the given tolerances.

A different way to see the problem is by using the statistical definition of emittance

(εΣ). In this case the two starting beams, always assumed to be bi-Gaussian distributed, are

represented by their covariance matrices as defined in Eq. 2.15:

ΣB1 =

(
ε1β1 −ε1α1

−ε1α1 ε1γ1

)
ΣB2 =

(
ε2β2 −ε2α2

−ε2α2 ε2γ2

)
(4.4)

and their mean location in phase space:

〈B1〉 =

(
〈x1〉
〈px1〉

)
〈B2〉 =

(
〈x2〉
〈px2〉

)
(4.5)

where x and px are the two coordinates in phase space, and 〈·〉 denominates the specified

mean coordinate. The assumption here is that the two covariance matrices are identical, i.e.

3Normally the BPMs in a transfer line are placed such that they can distinguish all possible orbits, i.e.
the phase-advance between the BPMs covers the [0, 2π] space.
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ΣB1 = ΣB2 , but not centred on the same mean. By following the principle of combination

of two covariance matrices described in Appendix D, one can construct a generic element,

σΣx px , of the covariance matrix representing the ensemble of the two beams:

σΣx px = σx p +
n1〈x1〉〈px1〉+ n2〈x2〉〈px2〉

n1 + n2

+

− n2
1〈x1〉〈px1〉+ n2

2〈x2〉〈px2〉+ n1n2(〈x1〉〈px2〉+ 〈x2〉〈px1〉)
(n1 + n2)2

(4.6)

where n1, n2 are the number of particles per beam. Each beam is assumed to have the same

intensity, i.e. n1 = n2, so Eq. 4.6 can be re-written as a function of the relative distance of

the two beams (∆x and ∆px):

σΣx px = σx px +
1

2
[〈x1〉〈px1〉+ (〈x1〉+ ∆x)(〈px1〉+ ∆px)] +

− 1

4
[〈x1〉〈px1〉+ (〈x1〉+ ∆x)(〈px1〉+ ∆px) + 〈x1〉(〈px1〉+ ∆px) + (〈x1〉+ ∆x)〈px1〉]

(4.7)

= σx px +
1

4
∆x∆px (4.8)

and so the other elements of the covariance matrix are:

σΣxx = σxx +
1

4
∆x2 (4.9)

σΣpx px = σpx px +
1

4
∆p2

x. (4.10)

One can easily compute the statistical emittance of the combined beam as the square root

of the determinant of the total covariance matrix:

ε2Σtot = ε20 +
1

4

(
σxx∆p

2
x + σpx px∆x2 − 2σx px∆x∆px

)
(4.11)

= ε20 +
ε0
4

(
β∆p2

x + γ∆x2 + 2α∆x∆px
)

(4.12)

where α, β, γ are the Twiss parameters of the two single beams, which by hypothesis are

matched to the designed optics. Equation 4.12 can also be expressed in terms of a fixed

tolerated emittance growth, similar to Eq. 4.2:

ε0

[(
1 +

∆εΣtol
ε0

)2

− 1

]
= β

(
∆px

2

)2

+ γ

(
∆x

2

)2

+ 2α
∆x∆px

4
. (4.13)

Equation 4.13 represents an ellipse matched with the nominal beam optics, and with an

equivalent emittance defined by the left-end side of the equation. The newly defined emit-

tance has the same role of εV in Eq. 4.3, and can be used to guess the maximum orbit

separation allowed to fulfil certain tolerated statistical emittance growth.

Figure 4.5 shows the comparison between the normalised orbit tolerance at one location

using the two different definitions of emittance used in this work. It should be noted that

the statistical emittance, εΣ, allows a bigger orbit mismatch than the ε definition for a given

tolerated emittance growth. This is naively expected due to the fact that the statistical emit-

tance εΣ drops the knowledge of the nominal Twiss parameters, which instead is preserved

in the more “geometrical” definition of ε.
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Figure 4.5: Normalised orbit separation (∆xmax/
√
ε0β(s)) that one can tolerate at one

location (s) vs. required emittance growth tolerance (∆εtol/ε0). The emittance definitions
are εΣ (red) and ε (blue).

xN

pxN

θ
B1
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r0

Figure 4.6: Representation in normalised phase space of two beams (B1 and B2). Dashed-
blue (Brematch) and dashed-green (Btol) are respectively the smallest ellipse and circle that
contain both beams.

Transverse optics mismatch

For the transverse mismatch while combining two beams one can follow similar procedures

as for the orbit mismatch. In this case the two beams are supposed to be centred on the same

orbit, but to have different Twiss parameters or, in general, different covariance matrices.

In order to compute the final ε one can still represent the problem in normalised phase

space with respect to the nominal optics. Figure 4.6 shows a typical scenario. The circle B1

represent the first beam that is assumed to be matched to the nominal optics. In normalised

phase space B1 is represented as a circle of area 9ε0π, i.e. such that it contains 99.7% of the

represented Gaussian beam. Assuming that one can tolerate a maximum emittance εtol, one

can combine B1 with a generic B2 represented by any ellipse which fits within the tolerated

dashed-green circle (Btol) in Figure 4.6. The ellipse B̄2 represents a possible worst case,
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equivalent to any other rotation by θ. The general equation for such an ellipse is:

b2 cos2(θ) + a2 sin2(θ)

a2b2
x2 +

b2 sin2(θ) + a2 cos2(θ)

a2b2
y2 + 2xy(a2 − b2)

sin(θ) cos(θ)

a2b2
= 1 (4.14)

where a and b are, respectively, the length of the major and minor semi-axis. Since the ideal

case is assumed where the two beams have the same emittance, i.e. the same area in phase

space, one finds that a and b must be:

a = rtol = 3
√
εtol (4.15)

b = 3
ε0√
εtol

(4.16)

By analogy with Eq. 2.12, any ellipse equivalent to B̄2 turns out to be identified in normalised

phase space by the following Twiss parameters:

B̄2 :=



γN =
ε0
εtol

cos2(θ) +
εtol
ε0

sin2(θ)

βN =
ε0
εtol

sin2(θ) +
εtol
ε0

cos2(θ)

αN =
εtol

2 − ε20
εtolε0

sin(θ) cos(θ)

(4.17)

In real phase space (see transformation introduced in Eq. 2.27 and Eq. 2.28) with respect to

the nominal optics parameters (β∗, α∗) one finds:

βtol = β∗
(
ε0
εtol

sin2(θ) +
εtol
ε0

cos2(θ)

)
(4.18)

αtol = α∗
(
ε0
εtol

sin2(θ) +
εtol
ε0

cos2(θ)

)
+
εtol

2 − ε20
εtolε0

sin(θ) cos(θ) (4.19)

or in terms of the relative emittance growth:

βtol =
β∗

1 + ∆ε/ε0

[
sin2(θ) + (1 + ∆ε/ε0)2 cos2(θ)

]
(4.20)

αtol =
α∗

1 + ∆ε/ε0

[
sin2(θ) + (1 + ∆ε/ε0)2 cos2(θ)

]
+

(
1 + ∆ε/ε0

)2 − 1

1 + ∆ε/ε0
sin(θ) cos(θ) (4.21)

In the case of optics mismatch one can imagine rematching the following transfer line

to the new beam, i.e. enclosing the beam in the dashed-blue ellipse Brematch in Figure 4.6.

The final emittance would then be the area Brematch = π
√
εtolε0, which is much smaller than

the area of Btol = πεtol. The previous computations remain valid, but one has to replace in

Eq. 4.19 and 4.18 εtol by εtol
2/ε0, i.e. allow a bigger emittance growth in the recombination,

which is recovered by the rematching of the line. Equations 4.18 and 4.19 become:

βtolrem =
β∗

(1 + ∆ε/ε0)2

[
sin2(θ) +

(
1 + ∆ε/ε0

)4
cos2(θ)

]
(4.22)

αtolrem =
α∗(

1 + ∆ε/ε0
)2

[
sin2(θ) + (1 + ∆ε/ε0)4 cos2(θ)

]
+

(
1 + ∆ε/ε0

)4 − 1(
1 + ∆ε/ε0

)2 sin(θ) cos(θ).

(4.23)
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One can treat the same problem by using the statistical definition of emittance. Similar

to the orbit mismatch case, by following the definition of covariance in Appendix D, one

finds that the overall covariance matrix is just the mean of the ΣB1 and ΣB2 , leading to the

total statistical emittance:

ε2Σtot = det(ΣB1+B2) (4.24)

=
1

4

[
ε21 + ε22 + ε1ε2

(
β1

β2

(1 + α2
2) +

β2

β1

(1 + α2
1)− 2α1α2

)]
(4.25)

Equation 4.25 considers the general case where the two beams could have a different emit-

tance and generic Twiss parameters. If it is assumed that the emittance is the same for the

two beams, and that the first beam is matched to the nominal optics (β∗, α∗), then Eq. 4.25

becomes:

∆εΣ
ε0

= −1 +
1

2

√
2 +

β∗

β2

(1 + α2
2) +

β2

β∗
(1 + (α∗)2)− 2α∗α2 (4.26)

In addition to the orbit mismatch case, one has to be careful in interpreting the emittance

growth derived by Eq. 4.26. The total statistical emittance of the combined beam (εΣ) has

lost, a priori, any strict relation to the nominal optics of the subsequent transfer line, leading

to a non well defined concept of beam size.

A special case can be identified when the nominal Twiss α∗ parameter is zero. In this case

the absolute value of the tolerated αtol depends only on the allowed emittance growth, as

well as the ratio βtol/β
∗. Figure 4.7 shows the tolerances one should fulfil for this particular

case, using the two definitions of emittance used in this chapter. Note that the statistical
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Figure 4.7: Contour plot of the emittance growth while combining two beams as a function
of their Twiss parameters. One beam is assumed to have Twiss parameters α∗ = 0 and
β∗ > 0. Dashed, dotted and continuous contours use respectively the emittance definitions
ε, εΣ and ε with optics rematching εrem.

emittance definition is the less restrictive, while using the ε definition one is much more

sensitive to mismatches. This is naively understandable by looking at Figure 4.6. It is
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x
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Dx,px

(a) Dispersion.

x

px

(b) Chromaticity.

Figure 4.8: Representation of the bunch broadening in the horizontal phase space (x-px) due
to energy effects. Each ellipse is representative of a sub-set of particles with the same energy,
with the light-green filled ellipse representing the on-energy particles. Dx,px represents the
horizontal linear dispersion vector.

clear that the green Btol circle is mainly empty, while the blue Brematch better describes

the combined beam, but it still covers big empty areas of the phase space. The statistical

emittance definition on the contrary is closer to the effective area spanned by the beam,

which slowly grows: the bigger the β mismatch is, the thiner is the ellipse B2.

Linear dispersion mismatch

So far, the effects considered were assuming ideal monochromatic beams. In reality the

CLIC and the CTF3 Drive Beam are far from being monochromatic. In general the energy

dependence might be strongly non-linear, as will be shown later. Here only the linear

dispersion case is exploited, in order to have a first-order approximation of what one should

expect.

By the assumptions already presented in Section 4.1, at the entrance of the DBRC the

beam is perfectly bi-Gaussian in all horizontal, vertical and longitudinal phase spaces, and

is matched with the ideal initial conditions of the DBRC optics. Since the DBRC is a

complex ensemble of rings, one should expect non-zero dispersion at some location. A non-

monochromatic beam in the presence of linear dispersion would spread itself in phase space

as depicted in Figure 4.8a. A similar effect is the chromatic one, depicted in Figure 4.8b.

The chromatic effect is neglected here, and only the dispersive effect is treated.

While discussing emittance growth due to energy dependence it might not make too

much sense to search for an ellipse that contains all the ellipses of Figure 4.8. The different

slices/ellipses “contain” a different number of particles, which decreases with distance from

the central/nominal one. Moreover the whole idea of the previously defined emittance ε

is to measure the actual beam envelope in a later transfer line, but the energy effects, e.g.

dispersion, will vary from point to point in the DBRC. Therefore only the statistical definition

of emittance εΣ (i.e. the determinant of the covariance matrix) is used here as a figure of

merit of the emittance growth.

By analogy with Eq. 4.6 one can compute the overall covariance matrix of a beam that is
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broadened in phase space due to linear dispersion. By construction, and by the hypothesis

of Gaussian energy spread, centred on zero, one obtains:

〈xi〉 = Dx
∆pi
p0

(4.27)

〈pxi〉 = Dpx

∆pi
p0

(4.28)

ni =
1√

2πσ∆p/p0

exp

(
−1

2

(
∆pi/p0

σ∆p/p0

)2
)

(4.29)

where 〈xi〉 and 〈pxi〉 are the mean coordinate of the i-th beam-let that contains ni particles

all with the same energy deviation ∆pi/p0 from the nominal momentum p0. Dx and Dpx are

the linear coefficients of the horizontal dispersion. By symmetry the average beam position

is zero in both coordinates. This leads to:

σΣx px = σx px +

∫ ∞
−∞

d
∆p

p0

DxDpx

(
∆p

p0

)2
1

σ∆p/p0

√
2π

exp

(
−1

2

(
∆p/p0

σ∆p/p0

)2
)

(4.30)

= σx px +DxDpxσ
2
∆p/p0

. (4.31)

One can use Eq. 4.31 to reconstruct the covariance matrix of the full distribution, an so

compute the total statistical emittance as:

ε2Σtot = ε20 + σ2
∆p/p0

(
D2
xσpx px +D2

pxσxx − 2DxDpxσx px
)

(4.32)

= ε20 + σ2
∆p/p0

ε0
(
D2
xγ +D2

pxβ + 2DxDpxα
)

(4.33)

where σ∆p/p0 is the standard deviation of the beam-energy spread, and σx px , σxx, σpx px are

the transverse covariances of each slice, that are assumed to be all equal. One has to be

careful here: the quantity calculated in Eq. 4.33 is far from being conserved subsequently.

The dispersion function varies along the lattice, so from Eq. 4.33 one should expect to see

the emittance increase and decrease along the lattice. This does not contradict the law

of emittance preservation (see Section 2.1): what is preserved is the determinant of the

full covariance matrix, which includes the coordinates (t, ∆p/p0). Indeed the emittance

broadening due to linear dispersion is not a problem by itself, but it becomes so when

one combines two beams with different dispersions: further down the beamline it will be

impossible to cure the dispersions of both beams at the same time, so the overall emittance

of the beam will always be bigger than the initial one.

The simplest case is when one of the two beams has no dispersion, while the other one

does. Assuming that this is the only mis-match between the two, the generic covariance

matrix element of the combined beam is expressed as:

σΣx px =
1

2

(
2σx px +DxDpxσ

2
∆p/p0

)
(4.34)

leading to a final projected emittance of:

ε2Σtot = ε20 +
1

2
σ2

∆p/p0
(σxxD

2
px + σpx pxD

2
x − 2σx pxDxDpx) (4.35)

= ε20 +
1

2
σ2

∆p/p0
ε0
(
D2
xγ +D2

pxβ + 2DxDpxα
)
. (4.36)
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The result obtained in Eq. 4.36 is naively expected: the resulting pseudo-emittance4growth

is half the broadening experienced by a single beam in a dispersive region, Eq. 4.33.

If both beams suffer from dispersion, and those are mismatched with respect to each

other, then the resulting pseudo-emittance clearly depends on both dispersions:

ε2Σtot = ε20 +
1

2
σ2

∆p/p0

[
σxx(D

2
px1 +D2

px2) + σpx px(D2
x1 +D2

x2)− 2σx px(Dx1Dpx1 +Dx2Dpx2)
]

+

+
1

4
σ4

∆p/p0
(Dx1Dpx2 −Dx2Dpx1)2 (4.37)

= ε20 +
1

2
σ2

∆p/p0
ε0
[
γ(D2

px1 +D2
px2) + β(D2

x1 +D2
x2) + 2α(Dx1Dpx1 +Dx2Dpx2)

]
+

+
1

4
σ4

∆p/p0
(Dx1Dpx2 −Dx2Dpx1)2 (4.38)

Both Eq. 4.34 and Eq. 4.38 clarify the final statistical emittance behaviour as a function

of the different components, but are actually not too useful to find a generic behaviour. It

is important to stress once again that the identified pseudo-emittance is a not conserved

quantity, so its utility might be limited. What could be interesting is to provide a value

related to the horizontal beam variance, by writing explicitly the dependence of σΣxx:

σΣxx = σxx +
1

2
(D2

x1 +D2
x2)σ2

∆p/p0
. (4.39)

As for Eq. 4.34, one could have naively expected the result obtained in Eq. 4.39.

It is not interesting to develop further the study in this direction, especially if one is

expecting the energy effects to be highly non-linear in the actual machine. The same applies

to the chromatic aberrations of the transverse phase space. Later in this chapter the energy

dependence is treated instead with numerical simulations of the actual DBRC optics.

4.2.2 Monochromatic effects after the Delay Loop

In the CTF3 DBRC the first step is to perform the factor-2 recombination. The first arriving

bunches are delayed in the Delay Loop, while the second ones bypass it. The process is then

repeated a further three times to prepare the four trains of bunches that will be recombined

in the CR. In Section 4.2.1 the mono-chromatic effects that may lead to emittance growth

have been identified to be the orbit and transverse optics mismatch of the two beams in the

following transfer line.

The first effect is due to the non-closure of the two orbits between delayed and bypassing

bunches. The natural place at which it is possible to verify the orbit closure is in the

following transfer line (TL1). By applying Eq. 4.3 at the location where BPMs are installed

in TL1, one obtains the plots in Figure 4.9(a) and 4.9(b), for the horizontal and vertical

planes respectively. For each tolerated emittance growth, a coloured corridor is identified

in Figure 4.9. In order to fulfil a desired emittance growth tolerance, defined in terms of ε

(Section 4.1.1), the orbits of delayed and bypassing bunches have to be confined within the

desired corridor at all the BPM positions. By using the statistical definition of emittance,

4The added prefix pseudo refers to the non-preservation of this quantity along a transfer line.
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(b) Vertical orbit – ε.
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(c) Horizontal orbit – εΣ.
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(d) Vertical orbit – εΣ.

Figure 4.9: Orbit tolerances in TL1 for different tolerated emittance growth (∆εtol/ε0). On
the horizontal axis are the BPMs installed in this region at CTF3. The used definition of
emittance is ε in (a) and (b), εΣ in (c) and (d). (a) and (c) are for the horizontal direction,
while (b) and (d) are for the vertical one.
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εΣ, and so considering Eq. 4.13, one can obtain slightly relaxed tolerances, that are reported

in the same manner in Figure 4.9c and 4.9d.

It should be noted that in all cases the two orbits do not necessarily need to be centred

on zero. The zero orbit in Figure 4.9 is meant to be considered as the mean orbit of the two

train of bunches. Both definitions of emittance indicate that a few hundred micron orbit

difference between the two trains may lead to considerable emittance growth.

At CTF3 the transverse Twiss parameters are measured by means of quadrupole scans

in a few locations. The quadrupole scan technique has been described in Section 3.4. After

the DL the closest locations where it is possible to perform such measurement are in the so

called CTS line, right after the DL, and in the CRM line, right after the injection into the

CR (see the CTF3 layout in Figure 1.4). At both locations one can measure the transverse

mismatch between delayed and bypassing bunches with two dedicated beam set-ups: one in

which the whole beam bypasses the DL and one in which the beam is delayed in the DL. One

might rematch the incoming beamline in order to match the bypassing beam with nominal

Twiss parameters expected at the measurement location, but the delayed beam might still

be distorted due to errors in the DL optics. Figure 4.10 shows the delayed beam tolerances

on the Twiss parameters which one has to respect in order to obtain a combined beam

which is within the desired emittance growth tolerance. Figures 4.10(a), 4.10(b) are the

tolerances with respect to ε definition, i.e. they are generated by using Eqs. 4.20 and 4.21.

The tolerances are relaxed in Figures 4.10(c), 4.10(d), by using the same ε definition, but

assuming a re-matched optics for the combined beam, i.e. they are computed using Eq. 4.22

and 4.23. By using the statistical definition of emittance, εΣ, and so by using Eq. 4.26, one

can obtaine even more relaxed tolerances as in Figure 4.10(e) and 4.10(f). The same plots

are generated for the CRM measurement location and they are shown in Figure 4.11.

4.2.3 Monochromatic effects at the Combiner Ring

In the Combiner Ring (CR) the four arriving train of bunches are injected and interleaved

with each other. Ideally the injection is supposed to put each train on the closed orbit and

matched with the closed optics solution of the ring. At the end of the recombination the

four trains have performed a different number of turns in the CR: the first-injected has done

4 turns, while the latest-injected only one.

In the case of an injection orbit error, the four trains spread around in the phase space

according to the tune of the CR. Figure 4.12(a) shows in normalised phase space the worst

case, i.e. assuming a CR tune of 1/4. By using the ε definition, the total emittance is

represented by the circle which contains all the four circles (B1, B2, B3, B4) representing the

4 trains. Also for the factor 4 case one can compute the “virtual” emittance (εV ) associated

with the dashed-black circle passing through the centre of all four circles. Equation 4.2

remains valid, and one can compute the tolerated distance between the orbits of the 4 trains

in order to stay within the maximum emittance growth requirements.

In a similar way one can treat the transverse optics injection mismatch. Figure 4.12(b)

shows the worst case, i.e. in a hypothetical CR with tune of 1/8 such that the separation
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(e) Horizontal – εΣ.
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Figure 4.10: Contour plots of the emittance growth (∆εtol/ε0) as a function of the delayed
beam Twiss parameters (α and β) measured at the CTS measuring point. (a), (c) and (e) are
for the horizontal phase space, while (b), (d) and (f) are for the vertical one. The definitions
of emittance in use are ε in (a) and (b), ε with rematching in (c) and (d), εΣ in (e) and (f).



4.2 Drive Beam Recombination at CTF3 68

β
x
 [m]

2 3 4 5 6 7 8 9

α
x

-3

-2.5

-2

-1.5

-1

-0.5

∆
 ǫ

to
l/ǫ

0

0.1

0.3

0.5

0.7

0.9

(a) Horizontal – ε.

β
y
 [m]

4 6 8 10 12 14 16

α
y

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

∆
 ǫ

to
l/ǫ

0

0.1

0.3

0.5

0.7

0.9

(b) Vertical – ε.

β
x
 [m]

0 5 10 15 20

α
x

-6

-5

-4

-3

-2

-1

0

1

∆
 ǫ

to
l/ǫ

0

0.1

0.3

0.5

0.7

0.9

(c) Horizontal – ε rematched.
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(e) Horizontal – εΣ.
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(f) Vertical – εΣ.

Figure 4.11: As in Figure 4.10, but for the CRM measuring point.
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Figure 4.12: Representation in normalised phase space of a factor-4 recombined beam after
an injection orbit (a) or optics (b) error. The black circles/ellipses B1, B2, B3, B4 represent
the four trains taking part in the recombination, which have respectively done one to four
turns in the CR. The dashed-green circle represents the combined beam envelope according
to the ε definition of emittance. In (b) the central circle represents the matched scenario.

between the un-matched ellipses is maximum. Equations 4.19 and 4.18 apply also to this case.

It is not possible to perform a rematching to better enclose all the ellipses. The alternative

would be to actually change the tune of the ring to make the effect more favourable: the

closer to an integer, the better. However no further investigation in this direction has been

conducted for this thesis.

Similar to Figures 4.9(a) and 4.9(b), Figure 4.13 shows the orbit tolerances one has to fulfil

at the CR BPMs. Given the tolerated emittance growth (∆ε/ε0) in terms of the ε definition,

the orbit of a beam performing four consecutive turns in the ring has to be enclosed, for all

turns, within the respective corridor. The result is obtained by using Eq. 4.3.

Regarding the transverse optics mismatch case, at CTF3 the first quadrupole scan mea-

surement point after the CR is right at the beginning of the next transfer line (TL2). De-

pending on the tolerated emittance growth (identified by a different colour) the plots in

Figure 4.14 define the domains of the Twiss parameters that a not-recombined beam has

to respect irrespectively of the number of turns performed by the beam in the CR. These

domains have been generated from Eqs. 4.20 and 4.21, by considering the nominal Twiss

parameters that one should expect at this measurement point in TL2.

For the statistical definition of emittance (εΣ) the description would be more complex

due to the larger number of trains. The final result will also heavily depend on the specific

optics of the ring. For this reason no detailed calculations are conducted for this case. For

the factor-2 recombination the ε definition of emittance gives the tighter tolerances (e.g.

Figure 4.10), so one could expect the same behaviour also for the factor 4 case.
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Figure 4.13: Horizontal (a) and vertical (b) orbit tolerances in the CR for different tolerated
geometric emittance growth according to the ε definition. On the horizontal axis are the
BPMs installed in the CR at CTF3 starting from the injection.
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Figure 4.14: Contour plots of the emittance growth (∆εtol/ε0) as a function of the Twiss
parameters (α and β) measured at the first quadrupole scan measurement point in TL2 after
any number of turns in the CR. The nominal Twiss parameters expected for a matched beam
are defined by the blue dot (i.e. no emittance growth). (a) and (b) are respectively for the
horizontal and vertical phase spaces. Tolerances are given with respect to the ε emittance
definition.
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4.3 Energy spread effects

The effects presented so far assume monochromatic beams. The Drive Beam is actually far

from being monochromatic, with an energy spread (see Table 1.4) that is typically a factor

10 bigger than any modern storage ring (e.g. in the LHC σ∆p/p0 ≈ 10−4 [1]). In Section 4.2.1

the effect of linear dispersion was mentioned, but the complexity and non-linearity of the

effect requires detailed numerical simulations of the real lattice to be meaningful. In this

chapter the energy effects are simulated by means of MAD-X simulations for the DBRC of

CTF3. The goal is to estimate the best recombination performance one should expect in

the ideal situation where only single-bunch energy effects are present, i.e. with no orbit or

transverse mismatch errors. This should allow one to set a limit on the best recombination

performance achievable in the current design of CTF3.

The simulations presented in this chapter have been performed according to the proce-

dure described in Section 4.1. The lattice of the DBRC is assumed to be ideal, with no

misalignments or imperfections of the magnetic elements. The initial beam parameter which

have been considered are reported in Table 4.1. For simplicity each incoming bunch is as-

sumed to be identical, and perfectly Gaussian in all the 6D phase space. The chosen values

for the energy spread and normalised emittances are the typical values observed at CTF3

at the end of the Drive Beam linac. The initial Twiss parameters are chosen to be perfectly

matched with the DL and CR closure. For the longest path undertaken by a monochromatic

beam the Twiss functions have been reported in Figure 4.2. The simulation strategy adopted

foresees to split the non-monochromatic beam into several monochromatic slices which are

simulated independently. The granularity of such an energy sampling is also reported in

Table 4.1.

Parameter: Value:

Beam Energy 140 MeV

Energy spread single bunch r.m.s. σp 0.6%

Max energy deviation from -2 to +2%

Energy granularity 0.01% (0.001% DL optimisation)

Twiss βx0 7.854 m

Twiss αx0 0.756

Twiss βy0 13.259 m

Twiss αy0 0.327

Hor. Emittance (Normalised) εx0 60 µm

Vert. Emittance (Normalised) εy0 100 µm

Bunch length r.m.s. σT0 1 mm

Table 4.1: Assumed beam parameters at the entrance of the DBRC at CTF3 used for MAD-X
and PTC simulations.

At CTF3 the recombination is performed first in the DL (factor 2), then in the CR

(factor 4). The train of bunches that arrives first in the DBRC takes the longest path
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(i.e. one turn in the DL, 31/2 turns in the CR). The last train takes the shortest path (i.e
1/2 turn in CR), such that all the 8 trains of bunches arrive at the end of the DBRC at

the same time, i.e. are combined. For each of the 8 incoming trains only one bunch is

considered to be representative of the full train. The simulated CTF3 DBRC starts from the

entrance of the DL injection small bending (called CT.BHD0490) and ends at the entrance

of the extraction septum of the CR (called CC.SHD0110). Figure 4.15 shows the outcome

of the first full recombination simulation of the CTF3 DBRC. The area of each ellipse in

Figure 4.15 is equal to 9ε0π, i.e such that it contains most of the mono-chromatic bunch slice

that it represents. By hypothesis the size of each ellipse is preserved along the whole lattice,

independent of the path taken. In the y-py phase space (Figure 4.15(b)) only chromatic

effects are visible, i.e. the ellipses representing off-energy particles are deformed with respect

to the on-energy one. No dispersion effects are visible because of the ideal design simulated:

if no vertical bending magnets are present in a lattice, then no dispersion can be generated,

at any order. In reality parasite dispersion is always generated by misalignments and a

non-zero incoming orbit. In this work such effects are not considered. In the x-px phase

space,(Figure 4.15(a)) the scenario is very different. The energy tails separate from the core

in a highly non-linear way. Distortions of the ellipses due to chromaticity are also visible,

but this is a less pronounced effect.

Each ellipse in Figure 4.15 is associated with a covariance matrix, and all the covariance

matrices can be merged, so as to form the total covariance matrix representing the combined

beam. From the total covariance it is then possible to extract the statistical emittance of

the combined beam5. The emittance increase with respect to the initial one (Table 4.1)

turns out to be ∆εx ≈ 233%; ∆εy ≈ 2%. The same result can be obtained by populating

the ellipses with particles according to the beam-energy distribution. In all the simulations

presented in this work the typical amount of particles generated per bunch is about 30000,

which leads to very few particles in the off-energy tails, and most of the particles being

generated in the energy core (Figure 4.15). The histograms reported on the axis of each

plot in Figure 4.15 help in analysing the result obtained. Clearly, in the horizontal phase

space the beam is far from being Gaussian. This explains why the statistical emittance

is over-estimating the beam size (see the dashed-black profiles in Figure 4.15(a)), which is

better represented by the particles histogram (red profiles). In the vertical phase space all

profiles are superimposed: the chromatic effects does not seem to have a significant impact

on the total emittance growth.

A numerical estimation of the increased size of the beam can be extracted from the Full

Width Half Maximum (FWHM) of the beam profiles. Table 4.2 reports the FWHM of the

profiles presented in Figure 4.15.

Even though in Figure 4.15(a) the tails of the distributions are qualitatively small with

respect to the core of the beam, if one considers the case where the beam-energy distribution

is not centred on the nominal energy, or a case where the energy distribution is not skewed,

then the tails might become extremely important, and one would need to be able to transport

them later in the machine. Figure 4.16 shows an example in which the mean energy of the

5In this section the definition of emittance used to characterise the combined beam will always be the
statistical one (εΣ), unless otherwise specified.
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Figure 4.15: Final representation of the x-px (a) and y-py (b) phase spaces for a factor-8
combined beam at CTF3. Each coloured ellipse represents a monochromatic slice of the
full beam, and it is populated by a number of particles according to the Gaussian energy
spread of the bunch. The colour scale is given in terms of energy variation with respect to
the on-energy particle (∆p/p0). The histograms on the axis are meant to guide the analysis:
dashed-blue are the ideal Gaussian profiles of a monochromatic recombination; solid-red
are the histograms of the generated particles, which are fitted by a dashed-red Gaussian;
dashed-black are Gaussian profiles of a hypothetical recombined beam whose emittance is
equal to the total statistical emittance (εΣ). Histograms might be overlapping. Simulations
have been performed by means of calls of the MAD-X TWISS function.
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Nominal from Gaussian fit from εΣ

x [mm] 2.31 2.75 4.16

px [10−3] 0.55 0.65 1.08

y [mm] 3.09 3.10 3.09

py [10−3] 0.68 0.69 0.68

Table 4.2: Comparison of the nominal FWHM of the combined beam profiles; the Gaussian
fit of the generated particles and a hypothetical Gaussian associated with the computed
statistical emittance.

Bunch #

1 2 3 4 5 6 7 8

∆εx [%] 440 23 486 50 279 2 336 8

∆εy [%] 2 1 2 < 1 2 1 1 < 1

Table 4.3: Statistical emittance growth for each bunch representative of a different path in
the DBRC of CTF3 during the factor-8 recombination. The values are computed by merging
the covariance matrices associated with the ellipses in Figure 4.17, which have been obtained
by means of MAD-X simulations.

beam is shifted by 0.5%, which is the order of magnitude of a typical error while setting

up the machine or due to beam energy drifts. In this case the statistical emittance growth

is 542% in the horizontal plane, while it stays confined to about 3% in the vertical plane.

The FWHM of the particles histogram generated in Figure 4.16 is also slightly increased to

about 2.85 mm in x and 0.70 × 10−3 in px, however the biggest effect is visible in the tails

which increase their weight in the continuous-red profile of Figure 4.16.

In general, it might not be too important to be able to transport the tails down to the

decelerator. The tails could even be cleaned on purpose by means of a system of collimators.

However this might compromise the total charge stability delivered by the DBRC to the

following experimental area, and hence the efficiency of the power production.

In order to better understand the source of the tails clearly visible in Figure 4.15(a), it is

convenient to show independently the phase space of the 8 representative bunches that take

part in the factor-8 recombination. Figure 4.17 shows the final phase-space distribution of

each bunch. In this case the ellipses are not populated with particles for ease of viewing.

From Figure 4.17 it is clear that the bunches that get delayed in the DL (odd bunches)

perform worse than the bunches bypassing the DL (even bunches). Table 4.3 shows the

statistical emittance growth for the 8 bunches at the end of the recombination.

One should also consider the evolution of the emittance along the path followed by the

bunch in the DBRC. Clearly one would expect higher transverse emittance at the locations

where the nominal dispersion is non-zero. According to the nominal design of the DBRC

(Figure 4.2) the linear dispersion is higher in the DL, in particular at the location of the

quadrupole magnet CD.QDF0460. There the dispersion is by design about Dx = 1.61 m
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Figure 4.16: Final representation of the x-px phase space for a factor 8 combined beam at
CTF3. In this case the mean energy of the beam is shifted by +0.5% with respect to the
nominal. Each coloured ellipse represents a monochromatic slice of the full beam, and it is
populated by a number of particles according to the Gaussian energy spread of the bunch.
The colour scale is given in terms of energy variation with respect to the on-energy particle
(∆p/p0). The histograms on the axis are meant to guide the analysis: dashed-blue are the
ideal Gaussian profiles of a monochromatic recombination; solid-red are the histograms of the
generated particles, which are fitted by a dashed-red Gaussian; dashed-black are Gaussian
profiles of a hypothetical recombined beam whose emittance is equal to the total statistical
emittance (εΣ). Histograms might be overlapping. Simulations have been performed by
means of calls of the MAD-X TWISS function.
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Figure 4.17: Final x-px phase space of 8 bunches, each representative of a different path in
the DBRC at CTF3 for a factor-8 recombination. Each ellipse represents a mono-chromatic
slice of the bunch. The colour code represents the energy offset with respect to the nominal
energy (i.e. ∆p/p0): the scale is from -2% (red) up to +2% (blue) with granularity of 0.1%.
The area of each ellipse is constant for all the plots, and it is equal to 9ε0π, i.e. it contains
99.7% of the particles that is meant to represent. The dashed-black ellipse represents the
ideal monochromatic and on energy bunch, which is identical for all the plots. The solid-black
ellipse represents a hypothetical Gaussian beam whose emittance is equal to the statistical
emittance of the weighted sum of all the slices.



4.3 Energy spread effects 77

and D′x = −0.56. Figure 4.18 shows the horizontal phase space at that location by means

of the different ellipses representing different mono-chromatic slices of a hypothetical bunch.

In Figure 4.18(a) it is evident that the total emittance of the beam, represented by the solid-
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Figure 4.18: Representation of the x-px phase space at the entrance of quadrupole
CD.QDF0460. Each ellipse represents a mono-chromatic slice of a bunch, whose momen-
tum goes from −2% (red) up to +2% (blue). The dashed-black ellipse represents the ideal
monochromatic and on-energy slice, which is identical for all the plots. The solid-black el-
lipse represents a hypothetical Gaussian beam whose emittance is equal to the statistical
emittance of the weighted sum of all the slices. In (a) all chromatic, linear and non-linear
dispersion effects are visible. In (b) the linear dispersion effect is suppressed.

black ellipse, is due to the separation in phase space of the coloured ellipses representing the

different energy slices. In this case the emittance growth one would measure with respect

to the monochromatic beam is about 3840%. The visible sources of emittance are identified

as: linear dispersion, non-linear dispersion and chromaticity. The method used for the

simulations allows one to separate the three source: for example it is enough to shape all

the ellipses as the nominal one (dashed-black ellipse) in order to “switch off” any chromatic

effect. Figure 4.18(b) shows the phase space of the same beam, but removing the design

linear dispersion component. If one would consider this case then the emittance growth is

only about 140%, and this is only due to the non-linear dispersion and chromatic aberration

of the ellipse orientations, i.e. of the Twiss parameters.

For the study presented in this chapter the most meaningful quantity is the emittance

growth due to the chromaticity and the non-linear component of the dispersion. Figure 4.19

shows the horizontal emittance growth along the two longest paths of the CTF3 DBRC,

i.e. the paths followed by the two bunches representative of the first and second sub-trains

which take part in the recombination. The emittance growth is reported both by using

the conventional MAD-X code and by using the more advanced PTC TWISS code. There

is a noticeable difference between the two codes, which could be explained by a better

treatment of non-linearities in PTC. However no evident explanation has been found at

the time of writing. Both simulation codes agree qualitatively showing that the horizontal

emittance growth is clearly generated mainly in the DL, Figure 4.19(a). For the bunches

that bypass the DL, represented by Figure 4.19(a), a considerable emittance growth arises

at the beginning of the third turn. The spikes visible around s = 250 m are due to the orbit

bump generated by the RF deflector of the CR. Still there is a factor 10 difference between
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Figure 4.19: Horizontal emittance growth along the unfolded DBRC. Figure (a) represent
the bunch that follows the longest path, i.e. one turn in DL, single passage in TL1, 3.5 turns
in CR. Figure (b) represent the second bunch that bypasses the DL and later follows the
same path as the first bunch. The quoted emittance growth is the statistical emittance of a
single bunch which has been split into many slices of different energies. The linear dispersion
component has been suppressed in the calculation of the combined covariance matrix. The
simulations have been performed by means of MAD-X TWISS (blue lines), and PTC TWISS
(red lines).
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the final emittance growth of the first bunch and the second, suggesting that the DL optics

should be examined in more detail.

In a similar way Figure 4.20 represents the vertical emittance growth along the two longest

paths. In this case no linear and non-linear dispersion is present by design, so the only visible

effect is due to chromatic aberration of the ellipse orientations. Two main features are visible

in Figure 4.20(a): the MAD-X simulation shows an emittance increase in the DL, which is

then amplified by a sharp jump in TL1. For the bypassing beam, Figure 4.20(b), the jump in

TL1 is confirmed, but the PTC TWISS code shows in general a much weaker effect. Still, for

both codes and beams, the emittance growth is much less pronounced than in the horizontal

plane.

From Figure 4.19 one might think that the high non-linear dispersion might give an effect

on the mean beam position along the path. This is shown in Figure 4.21. The dashed lines

correspond to an envelope that contains all the particles within ±3σ of each mono-energetic

bunch slice, whose energy is as well within ±3σ from the nominal energy. This envelope is

comparable with the envelope defined by the ε definition of emittance6 (Section 4.1.1). Given

the assumptions of the simulation procedure one can state that at least 99.7% of the bunch

particles are within the boundaries shown in Figure 4.21. The difference in beam envelope

between the first and second bunch is clearly evident. However what is most dangerous

is the mean orbit identified by the first bunch (Figure 4.21(a)). In the TL1 transfer line

the first bunch exhibits an orbit of a few mm, which is not visible in the bypassing beam

(Figure 4.21(b)). From Figure 4.9 one would need to match the orbits of the delayed and

bypassing beams within ≈ 1 mm in order not to increase noticeably the emittance of the

combined beam. On the other hand, Figure 4.21 shows that the orbit of the two ideal beams

might differ by more than that just by considering the offset induced by the non-linear

dispersion.

It might be interesting to see what is happening at one of the locations where the average

beam position is heavily affected. Eg. at s ≈ 68 m, the location of BPM CT.BPI0692, the

average x-position of the bunch is simulated to be of about 2.5 mm. The horizontal phase

space at this location is shown in Figure 4.22. The long asymmetric tails visible in the solid-

red histograms of the generated particles justify the offset in mean bunch position at this

location. The same information is also visible in Figure 4.21a: in the approximate region

60 < s < 75 m, where this BPM is installed, the boundaries of the bunch are extremely

asymmetric toward negative values as is the phase space presented in Figure 4.22.

For the vertical plane the mean orbit is expected to be zero since by construction all

the energetic slices in which each bunch is divided are all centred on zero and symmetric.

However it is interesting to compare the vertical beam envelope along the DBRC between

the two longest paths, i.e. for the usual first two bunches representing the Drive Beam

recombination. Figure 4.23 shows that the chromatic effects, mainly developed in the DL,

lead to a sensible increase of the vertical beam size. This could be a potential issue for

obtaining a loss-less transport of the delayed bunches.

Even though it is not of main concern for this thesis, it is interesting to look at the final

6With respect to the ε here there is no constraint on the actual nominal Twiss function at each location.
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Figure 4.20: As Figure 4.19, vertical emittance growth along the unfolded DBRC for the
first two longest path, i.e. with (a) or without (b) the single passage in the DL. With respect
to Figure 4.19, here the only source of emittance growth is assumed to be the chromaticity.
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Figure 4.21: Mean horizontal orbit and 3σ boundaries of a bunch traveling along the two
longest paths in the DBRC at CTF3. The solid lines show the mean bunch position taking
into account the non-linear dispersion effect, and assuming the beam parameters of Table 4.1.
The dashed lines show the extreme boundaries which contains the ±3σ core of the bunch
both in energy and betatron transverse size, i.e. representing 99.7% of the bunch particles.
The boundaries are computed taking into account both linear and non-linear energy effects.
Simulations performed with MAD-X TWISS (blue) and PTC TWISS (red).
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Figure 4.22: x-px phase space of a bunch that was delayed in DL and transported up to the
CT.BPI0692 BPM location (s ≈ 68 m). Each point represents a particle whose momentum
deviation with respect to the nominal is identified by its colour. The profiles reported on
the axis are: the nominal, monochromatic, Gaussian beam (dashed-blue), which are clearly
centred on 0; the 500000 generated particles (solid-red); the hypothetical Gaussian beam
whose emittance is defined by the statistical emittance εΣ of all the energy slices (dashed-
black).

longitudinal distribution of the recombined beam, which is reported in Figure 4.24. Note

that the non linear effects seem to affect considerably the final beam form factor, which

might affect the RF power production in the later experimental area. The simulation with

PTC TWISS (Figure 4.24(b)) shows a much weaker effect than the one performed with the

conventional MAD-X TWISS function (Figure 4.24(a)). The discrepancy between the two

codes is not yet fully understood. Following a discussion with the MAD-X developers [67],

it seems that the pure MAD-X TWISS function might be less accurate on the longitudinal

plane with respect to the PTC TWISS function. However a further investigation is needed.

Also for this reason the simulations in this chapter have been performed with both codes,

and, where necessary, both results are quoted. The bunch lengthening is reported for the

different bunches and different codes in Table 4.4.

Bunch #

1 2 3 4 5 6 7 8

∆σt [%] (MAD) 995 368 808 252 635 142 455 43

∆σt [%] (PTC) 220 81 175 50 132 23 91 6

Table 4.4: Bunch lengthening (σt =
√
σt t) at the end of the DBRC for the different beam

paths undertaken during the recombination. The reported values are the square root of
variances of the t coordinate in phase space with respect to the ideal initial bunch length.
The values have been computed by means of MAD-X TWISS and PTC TWISS simulations.

Another figure of merit of the longitudinal lengthening of a bunch is the mean t coordinate

as it evolves along the DBRC for the two longest paths. This is presented in Figure 4.25.
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Figure 4.23: As Figure 4.21, mean vertical orbit and 3σ boundaries of a bunch traveling
along the two longest paths in the DBRC at CTF3.



4.3 Energy spread effects 84

-0.2 -0.15 -0.1 -0.05 0
t [m]

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02
∆

p
/p

0

1

2

3

4

5

6

7

8

B
u

n
c
h

 #

(a) MAD-X

-0.2 -0.15 -0.1 -0.05 0
t [m]

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

∆
p

/p
0

1

2

3

4

5

6

7

8

B
u
n
c
h
 #

(b) PTC TWISS

Figure 4.24: Representation of T-PT phase space at end of DBRC at CTF3 for an ideal 12
GHz recombined beam. Each point represents a single particle, which has been generated
according to the relative covariance matrix transported up to the end of the DBRC. The
colour code represents the different bunches taking part in the recombination, being the
first one to the left the bunch that has performed the longest path in the DBRC. The
simulations have been performed by means of the MAD-X TWISS function in Figure (a),
while PTC TWISS was used in Figure (b). The discrete sampling in energy reveals the energy
resolution used for the simulations performed in this section (Table 4.1). The dashed-black
profile on the vertical axis is the assumed energy distribution of the beam.
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The dashed lines correspond to the boundaries of the one sigma core of the bunch, i.e. the

minimum length that includes at least one sigma in t of each mono-chromatic slice within

one sigma in ∆p/p0.

The study on the DBRC of CTF3 presented so far can be summarised in the following

points:

• For the nominal and ideal set-up, without non-linear corrections (sextupoles), the non-

linear dispersion and chromatic effects lead to long tails mainly in the x-px and t-∆p/p0

phase spaces. If one can afford to cut the tails (e.g. by means of collimators), then this

might not be a problem, but one should analyse the beam current stability degradation

that this would imply.

• If the beam injected into the DBRC is on average off-energy, then the tails might

become highly populated and extremely important. This means that energy drifts

could quickly degrade the performance of the DBRC.

• One of the main sources of non-linearities is the DL optics. This should be the first

part of the CTF3 DBRC that might be worth further investigation and optimisation.

• For the longitudinal phase space, the strong non-linearities might affect the form factor

of the final combined beam, which could induce an efficiency degradation in the later

decelerator. However strong discrepancies are noticed between the different codes used.

A detailed investigation is necessary to understand which code is more accurate and

realistic.

In the following section the DL optics is analysed in more detail, and a possible alternative

mitigation of the non-linearities is proposed.

4.4 Possible cure of non-linear dispersion in DL

Two possible solutions that mitigate the emittance growth in the DL are presented here.

The following simulations are obtained by using the same strategy as in the previous section

and described in Section 4.1. Also the initial beam parameters are supposed to be the

same, i.e. as in Table 4.1. Here on the other hand a higher beam-energy resolution is used:

the simulations have been performed with a granularity of 0.01% instead of 0.1% in beam-

momentum deviation. Moreover some of the simulations have been cross-checked by means

of particle tracking with PTC TRACK.

Figure 4.26 shows the nominal optics of the DL. The DL line is considered starting from

the entrance of the injection bending magnet CT.BHD0490, which is placed just before

the injection, up to the end of the dipole CT.BHD0510 after the extraction. At this last

location BPM CT.BPM0515 is also installed7. An RF deflector is used to inject and to

extract the bunches from the DL. The bunches that bypass the DL during the Drive Beam

7This location will be used as the reference point for most of the plots in this section.
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Figure 4.25: Average longitudinal displacement of the bunch vs. s for the two longest paths
in the DBRC, with respect to the ideal particle. The dashed boundaries represents the ±1σ
core of the bunch, with respect both to energy and to the monochromatic Gaussian bunch
length.
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Figure 4.26: Nominal optics of the DL. On the x axis is the longitudinal coordinate along
one turn in the DL. The blue and red curves are respectively the horizontal and the vertical
Twiss β functions. The dispersion function in green is scaled by a factor 10. At the bottom
of the plot is a schematic of the lattice elements: the red squares represent the bending
magnets, while the quadrupoles are shown in blue.

recombination pass the RF deflector only once. The bunches that are instead delayed in the

DL, i.e. following the optics of Figure 4.26, pass the RF deflector twice: once at injection

(s = 4 m) and once at extraction (s = 46 m)8. In the ideal set-up the DL optics must be

closed at the centre of the RF deflectors, i.e. here the beta functions need to be equal and

with the same derivative. The quadrupoles installed in the DL are powered in series between

the two halves of the ring. This means that the only possible closed solution of the ring must

be symmetric, as it is in Figure 4.26. In the middle of the DL (i.e. around s = 25 m) the

long empty section is in reality filled with a wiggler magnet. This is meant to be used to

adjust the length of the DL at the picosecond level so as to ensure a correct recombination

in the longitudinal direction between the delayed and bypassing bunches. For the nominal

optics the wiggler magnet is supposed to be transparent. In practice possible distortions of

the transverse optics can arise when the wiggler is in use. However the quadrupoles at the

sides of the wiggler can be tuned to cancel these distortions.

The linear-dispersion function in Figure 4.26 is obviously non-zero inside the DL, but the

optics is tuned so that no dispersion leaks outside the ring. However Figure 4.27 shows that

the non-linear dispersion is significantly different from zero.

A more global picture of the energy effects is visible in Figure 4.28, which has been

generated using the same technique and conventions used in Figure 4.179. Figure 4.28 shows

8Recall that the DL is supposed to delay 140 ns-long sub-trains of bunches, which at the speed of light
gives about 42 m.

9The same kind of phase-space representations will be shown in the following sections.
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Figure 4.27: Transverse x position (a) and normalised transverse momentum px (b) as a
function of the momentum deviation of a particle at BPM CT.BPM0515 after a single
passage in the DL with nominal optics. The blue and red traces are obtained by means of
MAD-X TWISS and PTC TWISS simulations respectively.

the phase-space ellipses of many monochromatic slices of the beam after a single passage in

the DL with the optics presented in Figure 4.26. As already seen in the previous section

for the fully recombined beam, the chromatic aberration of the ellipses seems to be more

pronounced in the vertical plane (b), while the separation of the different ellipses representing

different energies is the dominant effect in the horizontal plane (a), and it corresponds to

the non-linear dispersion of Figure 4.27. Using the same assumption on the initial beam
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Figure 4.28: Horizontal (a) and vertical (b) phase spaces at BPM CT.BPM0515 of a beam
passing once into the DL of CTF3 with nominal optics. Each coloured ellipse represents a
mono-chromatic slice of an ideal Gaussian beam. The colour code is from -2% (red) up to
+2% (blue) in momentum deviation (∆p/p0) with granularity of 0.1%. The area of each
ellipse is 9ε0, where ε0 is the assumed initial emittance of the beam (Table 4.1), which is
different for the two planes. The dashed-black ellipse represents the ideal monochromatic
on-energy slice. The solid-black ellipse represents a hypothetical Gaussian beam whose emit-
tance is equal to the statistical emittance of the weighted sum of all the slices. Simulations
have been performed by means of MAD-X TWISS.

parameters as in the previous section (summarised in Table 4.1), the statistical emittance

growth is 155% (horizontal) and 1% (vertical). If this emittance is associated with a Gaussian

beam, then one would obtain in the transverse phase spaces the solid-black ellipses shown
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in Figure 4.28.

Figure 4.29 is a detailed view of the first part of Figures 4.19(a) and 4.20(a). The

focusing quadrupole installed at s ≈ 11 m is used to invert the dispersion that at this

location is about −1.5 m (see Figure 4.26). The inversion of the dispersion requires a strong

quadrupole strength, so the combination of high dispersion and strong quadrupole develops

non-linear dispersion which is not compensated afterwards. The result is the increase of the

non-linear dispersion and so the horizontal emittance growth, which is visible in Figure 4.29

along the DL. In the vertical plane the emittance growth is marginal.
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Figure 4.29: Statistical emittance growth along the DL with nominal optics. In blue is
the horizontal emittance, in red the vertical. The linear dispersion component has been
subtracted in the horizontal plane while it is naturally not present in the vertical one. Solid
and dashed lines have been produced respectively by means of MAD-X TWISS and PTC
TWISS simulations. At the bottom of the plot is a schematic of the lattice elements: the
red squares represent the bending magnets, while the quadrupoles are shown in blue.

4.4.1 Design solution using sextupoles

Non-linear correction by means of sextupoles was already studied and integrated in the DL

optics in [5] with the intention to mainly correct the longitudinal energy-effects. From an

operational point of view the use of sextupoles at CTF3 turned out to be challenging. It is

clear that the use of non-linear magnetic element in a transfer line is possible only when the

linear effects are perfectly under control. However due to the misalignment of the elements,

aperture limitations, and the strong optics of the DL, the operators of CTF3 experienced

difficulties in measuring any positive benefit of powering the sextupoles.

A possible non-linear dispersion correction with sextupoles was studied [67]. In the DL 6

sextupoles are installed, but powered in pairs. This identifies 3 families. Figure 4.30 shows

the outcome of the correction obtained by means of MAD-X MATCH [43]. The conditions for

the matching were to obtain no second-order dispersion (DDX and DDPX) at the exit from

the DL. Table 4.5 shows the currents that one would need to apply to each sextupole family
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Figure 4.30: Transverse x position (a) and normalised transverse momentum px (b) as a
function of the momentum deviation of a particle at BPM CT.BPM0515 after a single passage
in the DL with nominal optics and sextupoles to correct the final non-linear dispersion. The
blue and red traces are obtained respectively by means of MAD-X TWISS and PTC TWISS
simulations.

to obtain the simulated correction assuming a beam energy of 140 MeV. The dispersion

Sextupole Family Current [A]

CD.XLA0145 −26.86

CD.XVA0215 15.82

CD.XHA0245 66.72

Table 4.5: Sextupoles currents needed for a non-linear dispersion correction in the DL for a
beam energy of 140 MeV.

behaviour obtained in Figure 4.30 has to be compared with the case without sextupoles in

Figure 4.27. The improvement on the total excursion of the non-linear dispersion is clearly

visible.

An attempt to implement this correction in the actual machine was performed [67]. Only

two machine set-ups with sextupoles were possible without significant beam losses:

1. First family of sextupoles set to -23 A. Second and third families not powered.

2. First family of sextupoles set to -23 A. Second family set to +9 A. Third family not

powered.

The energy of the beam at the time of the test was of 119 MeV. The third sextupole

family caused immediate beam loss when powered, hence it was not used. With this partial

implementation of the correction a non-conclusive result was obtained by measuring the

Twiss parameters of the beam by means of quadrupole scans in the following CRM line (see

Figure 1.4). The values obtained are reported in Table 4.6. The reduction of the measured

emittance is consistent with the trend one would expect. However the difficulties encountered

in the beam transmission and the impossibility to reach the full correction do not allow one
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Set-up:

No sext. 1st sext. on only 1st and 2nd sext. on only

εx [µm] 363.6 ± 18.5 295.3 ± 28.2 232.7 ± 14.3

βx [m] 4.8 ±0.6 5.6 ±1.2 5.8 ± 0.7

αx -2.1 ± 0.3 -2.6 ± 0.6 -2.8 ± 0.4

Table 4.6: Twiss parameters measured in CRM line of a beam delayed in DL with different
sextupole corrections.

to draw any conclusion on the non-linear dispersion correction. The only conclusion possible

is that it was indeed very difficult to make use of any sextupole correction.

A more careful analysis of the complete sextupole correction is shown in Figure 4.31.

Once again the phase space at BPM CT.BPM0515 after one passage in the DL is shown.

This time the sextupoles in the DL are powered according to Table 4.5. Figure 4.31(b) shows
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Figure 4.31: Horizontal (a) and vertical (b) phase spaces at BPM CT.BPM0515 of a beam
passing once into the DL of CTF3 with nominal optics and sextupoles powered as in Ta-
ble 4.5. Each coloured ellipse represents a mono-chromatic slice of an ideal Gaussian beam.
The colour code is from -2% (red) up to +2% (blue) in momentum deviation (∆p/p0) with
granularity of 0.1%. The area of each ellipse is 9ε0, where ε0 is the assumed initial emittance
of the beam (Table 4.1), which is different for the two planes. The dashed-black ellipse
represents the ideal monochromatic and on-energy beam. The solid-black ellipse represents
a hypothetical Gaussian beam whose emittance is equal to the statistical emittance of the
weighted sum of all the slices. Simulations performed by means of MAD-X TWISS.

that the chromatic aberrations of the vertical phase space are much worse than in the case

without sextupoles. The statistical emittance growth in the vertical plane is about 30%. A

priori this would not be an issue, but the long off-energy tails make this solution impractical.

Indeed the sextupole correction found did not have any constraint on the chromaticity of

transverse phase spaces. This could be a possible explanation for why it was not possible to

reach the full correction, but only a poorly-defined intermediate state.
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4.4.2 Optimisation using linear elements

A more practical solution could be to optimise the linear optics, i.e. change the quadrupole

currents to find a new solution more forgiving in terms of energy related non-linearities.

In order to find such a solution a special MAD-X MATCH [43] was performed. For each

iteration of the MAD-X matching procedure the beamline was simulated with 3 independent

TWISS calls: one for a beam momentum of −0.5% with respect to the nominal, one for the

nominal beam momentum and one for a beam momentum of +0.5%. The condition for the

matching was to obtain zero as the final X and PX MAD-X coordinates for all three beam

momenta. This procedure is similar to require 0 second-order dispersion (MAD-X variables

DDX and DDPX) as it was done for finding the sextupole correction. However the method

used here is not bounded to second order, and it allows one to control the momentum range

for which the correction is needed (in this case 0.5%, which is comparable with the expected

beam energy-spread). Moreover one could specify to obtain the same final Twiss parameters

for the three momenta, which would be equivalent to reduce the chromatic aberrations. The

overall procedure has connections with the more theoretical formalism used in [89, 90, 91]

where apochromatic drift-quadrupole beam lines are studied in analytical form. The DL

optics needs to be isochronous in order to preserve the bunch length. This condition was

also preserved during the optimisation.

The outcome of the optimisation is the optics shown in Figure 4.32. This optics gives the

final dispersion presented in Figure 4.33. Note that in the middle of the DL (s ≈ 25 m) the
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Figure 4.32: Horizontal (blue) and vertical (red) beta functions along the DL of the newly
proposed optics. In green is the horizontal dispersion function scaled by a factor 10. Optics
computed by means of MAD-X TWISS. At the bottom of the plot is a schematic of the
lattice elements: the red squares represent the bending magnets, while the quadrupoles are
shown in blue.
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Figure 4.33: Transverse x position (a) and normalised transverse momentum px (b) as a
function of the momentum deviation of a particle at BPM CT.BPM0515 after a single
passage in the DL with the newly proposed optics. The blue and red traces are obtained
respectively by means of MAD-X TWISS and PTC TWISS simulations.

dispersion function is now non zero with respect to the initial optics of Figure 4.26. Moreover

the closed optics solution of the ring is different and so it requires different initial Twiss

parameters for the incoming beam. A priori both features should not be limiting factors for

the new optics: the initial Twiss parameters can be adjusted by properly matching the optics

before and after the DL, while there is no a priori limitation in having non zero dispersion

in the centre of the DL. However the zero dispersion in the middle of the lattice would

be beneficial when the wiggler installed in this area is powered. In that case the possible

transverse optics dispersions introduced by the wiggler could be compensated by changing

the strength of the quadrupoles in that section. However if the dispersion is non zero in

the quadrupoles, as in Figure 4.32, these are constrained to match the dispersion pattern,

and cannot be modified anymore. For this reason a further optimisation has been performed

assuming to have the wiggler powered at the typical value of 55 A10. In this case a further

constraint was imposed to obtain the same initial Twiss parameters as the nominal optics

in order to facilitate the implementation of the optics in the machine. Figure 4.34 shows

the outcome of the new optimisation. Note that in this case in the middle of the lattice the

wiggler magnet is modelled as a series of bending magnets. In this case the initial conditions

for the periodic lattice are identical to the nominal case in Figure 4.26.

The final single particle position as a function of its momentum deviation for this new

optics is shown in Figure 4.35. Note that the excursion of the non-linear dispersion over the

proposed range is considerably reduced with respect to the nominal case (Figure 4.27), and

it is comparable with the sextupole correction case (Figure 4.30).

The final phase space of the beam is shown in Figure 4.36 using the usual ellipses represen-

tation. Here the statistical emittance growth is computed to be about 2% in the horizontal

plane and < 1% in the vertical one. One can clearly appreciate an improvement in the

chromatic aberrations of the final vertical phase space in Figure 4.36(b) with respect to the

correction with sextupoles shown in Figure 4.31(b).

10This is the typical strength used at CTF3 to optimise the longitudinal recombination of delayed and
bypassing beams.
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Figure 4.34: Horizontal (blue) and vertical (red) beta functions of a proposed new optics for
the DL with wiggler power at 55 A. In green is the horizontal dispersion function scaled by
a factor 10. Optics computed by means of MAD-X TWISS. At the bottom of the plot is a
schematic of the lattice elements: the red squares represent the bending magnets, while the
quadrupoles are shown in blue.
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Figure 4.35: Transverse x position (a) and normalised transverse momentum px (b) as a
function of the momentum deviation of a particle at BPM CT.BPM0515 after a single
passage in the DL with the newly proposed optics with DL wiggler powered at 55 A. The
blue and red traces are obtained by means of MAD-X TWISS and PTC TWISS simulations
respectively.
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Figure 4.36: Horizontal (a) and vertical (b) phase spaces at BPM CT.BPM0515 of a beam
passing once into the DL of CTF3 with newly proposed optics as in Figure 4.34. Each
coloured ellipse represents a mono-chromatic slice of an ideal Gaussian beam. The colour
code is from -2% (red) up to +2% (blue) in momentum deviation (∆p/p0) with granularity
of 0.1%. The area of each ellipse is 9ε0, where ε0 is the assumed initial emittance of the
beam (Table 4.1), which is different for the two planes. Simulations performed by means of
MAD-X TWISS.

The statistical emittance growth along the DL with the new optics is visible in Fig-

ure 4.37. Compared with the nominal optics case in Figure 4.29, the non-linear dispersion

and chromatic effects still grow in the first half of the lattice, but they are then compen-

sated in the second half. Note that the same analysis conducted with PTC TWISS reveals a

significant increase of the vertical emittance, which is not visible for the MAD-X case. This

could remain a limitation on the stability of the beam current as in the sextupole correction

case. Plot of the phase spaces using the PTC data are shown in Section 4.4.3.

The different quadrupole strengths for the different DL set-ups proposed are shown in

Table 4.7. Note that the main difference between the nominal optics and the newly-proposed

ones is in the last quadrupole families. These quadrupoles are the ones in the middle of the

lattice, i.e. around the wiggler magnet, corresponding to the main difference in the dispersion

function with respect to the nominal case.

The use of only linear elements should allow an easier implementation of this correction

than the sextupole one: since only linear elements are used the optics does not depend on

the orbit of the beam, which is instead the case if sextupoles are powered. The main concern

of the new optics is that no quadrupoles are free from dispersion, and so one cannot tune the

transverse optics of the DL without affecting dispersion. This could be particularly critical

if one needs to change the ring length by changing considerably the strength of the wiggler

magnet. For the same reason the new optics requires one to modify the quadrupoles external

to the DL in the case of transverse mismatch between the bypassing and delayed bunches.

This of course affects both beams and so an effective correction is more difficult to find,

while with the nominal optics one could empirically tune the dispersion-free quadrupoles in

the middle of the DL lattice without affecting the bypassing beam.
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Figure 4.37: Statistical emittance growth along the DL with optimised linear optics. In blue
is the horizontal emittance, in red the vertical. The linear dispersion component has been
subtracted in the horizontal plane while it is naturally not present in the vertical one. Solid
and dashed lines have been produced respectively by means of MAD-X TWISS and PTC
TWISS simulations. At the bottom of the plot is a schematic of the lattice elements: the
red squares represent the bending magnets, while the quadrupoles are shown in blue.

Quadrupole family Nominal Optics New Optics New Optics with wiggler

CD.QFF0130 63.1 65.7 65.0

CD.QDF0140 15.3 11.8 12.3

CD.QFE0170 64.5 62.3 62.4

CD.QDF0180 78.7 79.1 79.5

CD.QFF0210 69.5 71.2 74.4

CD.QFE0230 62.8 59.6 60.9

CD.QFF0250 113.4 118.0 120.9

CD.QDF0260 76.2 63.3 77.0

CD.QDF0280 56.9 78.3 67.2

CD.QFF0290 85.5 124.5 123.2

Table 4.7: Comparison of the quadrupole currents which are needed to be applied to the
DL quadrupole families to obtain the DL optics presented in this section. The currents are
given in A for a beam energy of 140 MeV.
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4.4.3 Summary on the studied non-linear chromatic effects

In the previous sections two possible corrections of the non-linear dispersion in the DL have

been identified. The first requires one to power the sextupoles installed in the DL. The

second solution is to slightly modify the optics of the ring in order to compensate the non-

linear behaviour but without using sextupoles. Figures 4.38, 4.39 and 4.40 show a summary

of the final phase space after one passage in the DL of a beam with initial conditions speci-

fied in Table 4.1. The simulations have been performed respectively with MAD-X TWISS,

PTC TWISS and PTC TRACK, the last one being the conventional method for studying

non-linearities. In each figure the final phase space is proposed for the nominal optics,

nominal optics with non-linear dispersion correction with sextupoles (see Table 4.5) and

new optics with wiggler magnet powered at 55 A (see Table 4.7). The statistical emittance

growth that one would expect with the nominal optics and with the two dispersion correc-

tions is summarised in Table 4.8. Note that there is a constant discrepancy between the

Set-up: Nominal With sextupole New optics with wiggler

∆εx [%] (MAD-X TWISS) 155 24 2

∆εx [%] (PTC TWISS) 101 4 < 1

∆εx [%] (PTC TRACK) 107± 1 16± 1 1± 1

∆εy [%] (MAD-X TWISS) < 1 30 < 1

∆εy [%] (PTC TWISS) 3 132 6

∆εy [%] (PTC TRACK) 3± 1 152± 3 7± 1

Table 4.8: Statistical emittance growth after one passage in DL for different non-linear
dispersion corrections and different simulation methods. The PTC TRACK value is obtained
by tracking 10 Gaussian beams of 30000 particles each and then by computing the mean
emittance growth and its standard error.

MAD-X and PTC based simulations. Moreover in the set-up with sextupoles the analysis

with the PTC TWISS method, which as the MAD-X TWISS method is based on the pro-

cedure introduced in Section 4.1, does not fully agree with the simulations performed with

PTC TRACK. This is due to the assumption made in Section 4.1 that the phase space of a

mono-chromatic beam is not affected by any non-linear effect, while clearly the introduction

of sextupoles could lead to distortions also for such a beam. The distortion of the initially

Gaussian phase space due to the presence of sextupoles is visible in Figure B.1 in the ap-

pendix. In any case from Table 4.8 one can see that the dominant effect seems to be driven

by the non-linear energy dependency of the Twiss functions and dispersion, and that the

new optics shows a remarkable improvement in terms of emittance preservation at least on

the horizontal plane. Only the PTC based simulations show a small deterioration of the

emittance preservation in the vertical plane, but this would anyway be acceptable.

For completeness in Table 4.9 is reported the bunch lengthening one could expect in

the DL for the three set-ups under analysis. The simulation procedure is identical to the

transverse plane described in Section 4.1. Note that no optimisation was performed on this
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optics ∆σt [%] (MAD) ∆σt [%] (PTC)

Nominal 71 95

With sextupoles 40 29

New optics with wiggler 45 37

Table 4.9: Bunch lengthening (σt =
√
σt t) after one passage in the DL for different optics

and simulation code.

plane, but the requirement for all solutions not to have any bunch lengthening at first order

(i.e. R56 = 0) was maintained. Table 4.9 shows that both the correction with sextupoles

or the new DL optics better preserve the final bunch length. However the results should be

analysed also with dedicated tracking which has not yet been performed.

An attempt to apply the sextupole correction to the actual CTF3 machine was performed,

but without clear results as presented in Section 4.4.1. For this reason the current strategy

at CTF3 is to try to use, and eventually further optimise, new linear optics with non-linear

compensation such as the one presented in the previous section for the DL.

Figure 4.41 shows the transverse phase spaces at the end of the DBRC for a factor-

8 recombination considering the new DL optics while keeping the same beam parameters

specified in Table 4.1. These should be compared with the same picture obtained for the

nominal optics in Figure 4.15. A considerable reduction in the horizontal phase space of

the spread of the different ellipses representing different energy slices of the initial beam is

evident. This can be seen also from the final statistical emittance of the combined beam

that is reported in Table 4.10, where the values obtained for the nominal case are also

summarised. The evolution of the horizontal and vertical emittances without the linear

MAD-X nominal PTC nominal MAD-X new PTC new

∆εx [%] 233 162 27 30

∆εy [%] 2 5 1 7

Table 4.10: Statistical emittance growth after the factor-8 beam recombination at CTF3
using the nominal and new DL optics and for both MAD-X TWISS and PTC TWISS sim-
ulation procedures.

dispersion component for the bunch undertaking the longest path in DBRC are shown in

Figure 4.42. These evolutions have to be compared with the nominal optics case presented in

Figures 4.21(a) and 4.23(a). In the horizontal plane the reduction of the statistical emittance

is significant for both MAD-X TWISS and PTC TWISS simulations, however in the vertical

plane there might be a slight degradation if one considers the PTC TWISS simulations to

be more accurate than MAD-X.

For the beam current stability it is also important to see the overall envelope of the

beam. Figure 4.43 shows it for the longest path in the DBRC considering the new DL

optics, and it has to be compared with Figures 4.21(a) and 4.21(a). With the new DL optics

the mean horizontal beam position is much closer to zero than with the nominal optics.
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This is clearly beneficial for matching the orbits of the bunches delayed in the DL and the

ones bypassing the DL. Also the overall beam envelope in the horizontal plane appear more

symmetric and consistent with the linear dispersion pattern of the beamline. Moreover no

major difference are in the horizontal transverse size between the new bunches delayed in

the DL (Figure 4.43(a)) and the bunches bypassing the DL (Figure 4.21(a)), which is a

good sign for improving the beam current stability. Unfortunately in the vertical plane the

envelope seems to be slightly worse than with the nominal optics. One should consider

that the vertical aperture of the beam pipe at CTF3 is about ±2.5 cm. If the PTC based

simulations are correct, than the vertical plane could remain a major issue for transport and

beam current stability. This is compatible with the experience operating the machine at

CTF3, but no dedicated and systematic measurements are available yet.

The overall discrepancy between the simulations performed by means of MAD-X TWISS

and PTC TWISS is not yet fully understood, and it might require further analysis. Note

that the optimisation of the DL optics presented here has been performed with MAD-X.

This means that if PTC TWISS turns out to be more accurate one might want to repeat

the optimisation with that.
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Figure 4.38: Representation of the x-px ((a), (c), (e)) and y-py ((b), (d), (f)) phase spaces
after one passage in the DL for the different optics presented in this chapter. The optics is
identified in the sub-caption of each figure. Each coloured ellipse represents a monochromatic
slice of the full beam, and it is populated by a number of particles according to the Gaussian
energy spread of the bunch. The colour scale is in terms of the momentum variation (∆p/p0)
with respect to the on-energy particle from -2% (red) up to +2% (blue) with granularity of
0.01%. The histograms on the axis are meant to guide the analysis: dashed-blue are the
ideal Gaussian profiles of a monochromatic recombination; solid-red are the histograms of the
generated particles, which are fitted by a dashed-red Gaussian; dashed-black are Gaussian
profiles of a hypothetical recombined beam whose emittance is equal to the total statistical
emittance (εΣ). Histograms might be overlapping. Simulations have been performed by
means of calls of the MAD-X TWISS function.
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Figure 4.39: Representation of the x-px ((a), (c), (e)) and y-py ((b), (d), (f)) phase spaces
after one passage in the DL for the different optics presented in this chapter. The optics is
identified in the sub-caption of each figure. Each coloured ellipse represents a monochromatic
slice of the full beam, and it is populated by a number of particles according to the Gaussian
energy spread of the bunch. The colour scale is in terms of the momentum variation (∆p/p0)
with respect to the on-energy particle from -2% (red) up to +2% (blue) with granularity of
0.01%. The histograms on the axis are meant to guide the analysis: dashed-blue are the
ideal Gaussian profiles of a monochromatic recombination; solid-red are the histograms of the
generated particles, which are fitted by a dashed-red Gaussian; dashed-black are Gaussian
profiles of a hypothetical recombined beam whose emittance is equal to the total statistical
emittance (εΣ). Histograms might be overlapping. Simulations have been performed by
means of calls of the PTC TWISS function.
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Figure 4.40: Representation of the x-px ((a), (c), (e)) and y-py ((b), (d), (f)) phase spaces
after one passage in the DL for the different optics presented in this chapter. The optics is
identified in the sub-caption of each figure. Each coloured ellipse represents a monochromatic
slice of the full beam, and it is populated by a number of particles according to the Gaussian
energy spread of the bunch. The colour scale is in terms of the momentum variation (∆p/p0)
with respect to the on-energy particle from -2.5% (red) up to +2.5% (blue). The histograms
on the axis are meant to guide the analysis: solid-red are the histograms of the tracked
particles, which are fitted by a dashed-red Gaussian; Histograms might be overlapping.
Simulations have been performed by means of PTC tracking of 30000 particles assuming
Gaussian initial conditions.



4.4 Possible cure of non-linear dispersion in DL 103

-10 -8 -6 -4 -2 0 2 4 6 8
x [m] ×10

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

p
x

×10
-3

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

∆
 p

/p
0

(a)

-10 -8 -6 -4 -2 0 2 4 6 8
y [m] ×10

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

p
y

×10
-3

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

∆
 p

/p
0

(b)

Figure 4.41: Final representation of the x-px (a) and y-py (b) phase spaces for a factor 8
combined beam at CTF3 with new DL optics. Each coloured ellipse represents a monochro-
matic slice of the full beam, and it is populated by a number of particles according to the
Gaussian energy spread of the bunch. The colour scale is given in terms of energy varia-
tion with respect to the on-energy particle (∆p/p0). The histograms on the axis are meant
to guide the analysis: dashed-blue are the ideal Gaussian profiles of a monochromatic re-
combination; solid-red are the histograms of the generated particles, which are fitted by
a dashed-red Gaussian; dashed-black are Gaussian profiles of a hypothetical recombined
beam whose emittance is equal to the total statistical emittance (εΣ). Histograms might
be overlapping. Simulations have been performed by means of calls of the MAD-X TWISS
function.
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Figure 4.42: Horizontal (a) and vertical (b) emittance growth along the unfolded DBRC for
the bunches undertaking the longest path, i.e. one turn in DL, a single passage in TL1 and
31/2 turns in CR. The quoted emittance growth is referred to the statistical emittance of the
single bunch which has been split in many slices of different energies. The linear dispersion
component has been suppressed in the calculation of the combined covariance matrix. The
simulations have been performed by means of MAD-X TWISS (blue lines), and PTC TWISS
(red lines).
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Figure 4.43: Mean horizontal (a) and vertical (b) orbit and 3 σ boundaries along the longest
path in the DBRC at CTF3 with new DL optics. The solid lines show the mean bunch
position taking into account the non-linear dispersion effect, and assuming the beam pa-
rameters of Table 4.1. The dashed lines show the extreme boundaries which contains the
±3σ core of the beam both in energy and betatron transverse size, i.e. representing 99.7%
of the bunch particles. The boundaries are computed taking into account both linear and
non-linear energy effects.



Chapter 5

Transverse dynamics optimisation at
CTF3

The results presented in this chapter have been obtained at the CLIC Test Facility (CTF3) at

CERN. A main overview of the facility has been presented in Section 1.3. Before presenting

the actual measurements it is important to stress a few details of the relevant technical

aspects that one has to keep in mind to interpret the results.

Most of the experience treated here is related to the control of the beam orbit, i.e. the

transverse beam position along the beamline under consideration. This applies also when

talking about dispersion, i.e. the energy dependence of the beam orbit as defined in Sec-

tion 3.2. BPMs are the most common and useful beam instrumentation devices installed

in a beamline to measure the beam orbit. The design of the CLIC Drive Beam BPMs is

challenging for many reasons. One of the peculiarities is that during the recombination in

the DBRC the same BPM is crossed by beams with different bunching frequency (at CTF3

from 1.5 GHz up to 12 GHz) and average intensity (at CTF3 from 2 A up to 32 A) within

a short time (at CTF3 typically 1.2 µs). CTF3 has been the test bed for different kinds

and version of BPMs. During the construction and commissioning of the facility inductive

pick-ups [92, 93] and stripline BPMs [94] have been installed. The data acquisition is han-

dled by a custom-made electronics chain [95] that has evolved over time. The development

of CLIC BPMs is still ongoing [96, 97] and CTF3 remains an important facility for their

experimental verification. Since at CTF3 different kinds of BPM are installed in different

areas of the facility, the precision and accuracy of the measurements in different areas might

be different. The absolute and relative calibrations and the linear behaviour is also a long-

standing problem that is intrinsically difficult to address due to the variety of devices and

lack of time and resources. As a baseline one can assume that any kind of BPMs installed

at CTF3 has resolution which is better than 100 µm and a linear response within a couple

of centimetres from the axis of the device.

The mechanical alignment of the magnetic elements in the beamline at CTF3 is supposed

and assumed to be of the order of 100 µm r.m.s. This also applies for BPMs. However a

recent survey campaign [98] revealed that some elements, and in particular BPMs, might

have alignment errors of the order of 1 mm in the transverse plane. This is an important

106
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limitation on the absolute measurement of beam orbit, but it is less problematic for relative

measurements such as orbit differences and dispersion measurements.

In some of the presented results the improvement in the beam quality could be verified

by transverse-optics measurements by means of quadrupole scans and tomography using the

tools described in Section 3.4. Note that these measurements can be directly affected by non-

zero dispersion at the screen location as in Eq. 3.19, as well as phase-space distribution tails

like the one visible in Figure 3.7(b). On top of the physical effects described in Section 3.4,

one should take into account the systematic errors that might be introduced by calibration,

alignment and radiation-related effects. Up to the time of writing not all the systematic

errors present at the different quadrupole scan location have been clearly identified. This

leads to low confidence in the absolute value of such measurements. One should then consider

the quadrupole scan measurements as relative comparisons between different set-ups, which

eventually show some improvement in the beam quality due to a variety of effects presented

in this work.

Finally, the day-to-day stability and the extremely diverse scientific programme of CTF3

does not always allow comparison of measurements and results over different days and some-

times even hours. For this reason here are presented only the results which have been

obtained in a relatively short period of time, i.e. where it was possible to identify a clear

status of the machine before and after the optimisation of some beam parameters. Unfor-

tunately this was not always possible due to limitations in time and resources and arising

technical issues.

The aim of this chapter is to demonstrate the current understanding and control over

different aspects related to orbit and dispersion in the CTF3 Drive Beam. This is one of the

key ingredients of the daily optimisations that made the machine operations easier over the

past years, and which allowed one to obtain reasonable machine set-up in a short period of

time. In the following sections all the measurements and corrections have been performed by

using the tools presented in Chapter 3. For all the orbit or dispersion corrections the generic

feedback tool presented in Section 3.3 was used. The response matrix between actuators

(normally dipole correctors) and the observables (orbit or dispersion) have been measured

with the feedback application itself by using its system identification capabilities.

5.1 Device naming conventions

Before presenting the results it is useful to introduce the naming conventions for the elements

of the CTF3 beamlines. The overall layout of the facility has been presented in Figure 1.4.

Each element has a name which is composed of a two- (rarely three-) letter prefix that

indicates the specific beamline to which the device belongs to. It normally follows a three-

letter code that specifies the kind of element and a four-digits number that specifies the

position of the element within the specified beamline. The third letter of the element type

code is actually used to differentiate between different version of the same type (e.g. the

BPMs are divided into “BPE”, “BPM”, “BPI” and “BPS”, which all start with the “BP”

code.) The number indicating the position has no actual unit, but it represents only the
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order in which the elements are installed. The relevant beamline prefixes are the following:

Naming prefix Beamline

CL Drive Beam Linac up to Frascati chicane.

CD Delay Loop (DL).

CT From Frascati chicane up to Combiner Ring (DL excluded).

CTS Beam dump at the end of the linac.

CR Combiner Ring (CR).

CRM Beam dump right after injection into CR.

CC From the extraction from CR up to the CLEX area (excluded).

The element types can be summarised as the following:

Naming code Element type Note

BH and BV Bending magnet The second letter specifies if the mag-
net bends the beam Horizontally or
Vertically.

QF and QD Quadrupole magnet The second letter specifies if it is a Fo-
cusing or Defocusing quadrupole.

DH and DV Dipole corrector The second letter specifies if the cor-
rector kicks the beam Horizontally or
Vertically.

BP BPM

MTV Screen

For the BPMs a final letter might be added at the end of the device name to indicate if the

signal to which one refers is the horizontal (H) or vertical (V) beam position, or the beam

current (S).

To summarise with an example, the element CL.BPM0402 is a BPM (element type BP)

which is installed in the Drive Beam linac (CL) and is before the focusing quadrupole (QF)

“CL.QFA0505” which also belongs to the linac (CL).

5.2 Dispersion Free Steering

The first experiment to test the orbit and dispersion feedback tools described in Chapter 3 is

the orbit control in the Drive Beam linac. An experiment could be to steer the beam on the

“golden” orbit, but this unfortunately might not always be well defined or known. Intuitively

the best option would be to steer the beam towards the centre of all available BPMs, but this

might be inefficient: due to magnetic element and BPM misalignments one might end up in

a configuration where the beam receives many sharp kicks that spoil the beam quality. A

more robust approach would be to steer the beam such that the kick received is minimised.
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This requires a perfect knowledge of the element misalignments that is not always available.

In recent works [99, 100, 101] the trend is instead to use some differential measurement

to optimise the orbit: one example is to target a desired dispersion. In a linac, where the

nominal dispersion is supposed to be zero, a strong steering naturally results in unwanted

dispersion that might be harmful for the beam. The hope is that by steering the beam such

that the dispersion is canceled at the BPM locations one ends up with an orbit that best

preserves the beam quality.

The Dispersion Free Steering (DFS) [102] technique was successfully applied in the CTF3

Drive Beam linac by using the developed tools. The results obtained at the end of November

2015 are presented in Figure 5.1 for the horizontal plane and in Figure 5.2 for the vertical

plane. The result presented for the horizontal plane was obtained after two independent

correction iterations in two consecutive days. The result presented in Figure 5.1 is then

the comparison between the beam before the first iteration and after the second iteration.

This is not the case for the vertical correction, Figure 5.2, which was performed in a single

correction iteration.

The measurements were performed by varying the beam current by about ±1%. Each

dispersion pattern is normalised with respect to the nominal horizontal dispersion one expects

after the linac in the first dispersive BPM of the TL1 transfer line. Since the reference BPM

is actually after the beamline of interest, the horizontal correction which was performed

(Figure 5.1) might have affected the actual dispersion at the reference BPM. This leads to

a systematic error in comparing the dispersion before and after the correction. However the

nominal dispersion expected at the reference BPM is about 605 mm, which is about 10 times

bigger than the maximum dispersion observed in the linac in the uncorrected case (red line

in Figure 5.1(a)). It is then reasonable to estimate the systematic error to be of the order

of 10% at most. Even in that case the effect of the correction is non-negligible.

Note that for both planes in the uncorrected set-up a dispersive wave starts at the

beginning of the linac and is amplified along the linac. For the vertical plane it is indeed clear

that most of the correction is applied by the first correctors, Figure 5.2(b). In the horizontal

plane it is interesting to note the strong correction that is normally applied starting around

the Frascati chicane (elements with prefix CT in Figure 5.1). At the time of the measurement

the chicane was bypassed by switching off its bending magnets. It is believed that the residual

magnetic field of the bending magnets is compensated by the correctors CTDHD0160 and

CTDHD0308. The target horizontal dispersion in Figure 5.1(a) is actually not zero at the

BPMs CTBPI0495 and CTBPI01051. This is because these two BPMs are installed around

the DL injection where the design foresees an orbit bump and hence non-zero dispersion is

expected.

At the end of the linac there is the possibility to perform a quadrupole scan in the

CTS dump line (see Figure 1.4). Measurements of the Twiss parameters of the beam were

performed before and after the dispersion correction. The measured values are summarised

in Table 5.1. Note that the measured emittance is reduced by about 20% in both planes after

the DFS in the linac. Due to the remarks on the quadrupole scan measurements given in

1The name of this BPM does not strictly follow the naming convention of Section 5.1. Its actual location
is between CTBPI0495 and CTBPM0515.
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Figure 5.1: Results of a DFS correction in the horizontal plane at the CTF3 Drive Beam
linac. Figure (a) shows the horizontal dispersion measured at the different BPMs installed
in the beamline. The red and blue lines are respectively the dispersion measured before and
after the correction. The error bars represent the statistical error over a few consecutive
measurements. The dashed black line is the desired target dispersion. Figure (b) shows the
strength of the dipole correctors used for the correction. In red are the strength before the
correction, blue are after the correction. The device names follow the naming conventions
described in Section 5.1 except for BPM CTBPI0105.

βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Nominal values 8.4 −0.8 – 13.5 −0.4 –

Before correction 9.2± 0.4 −0.7± 0.1 63± 1 11.3± 1.2 −0.1± 0.1 129± 8

After correction 8.7± 0.4 −0.5± 0.1 52± 1 10.3± 1.0 −0.1± 0.1 102± 5

Table 5.1: Transverse Twiss parameters of the beam measured in the CTS dump line before
and after DFS in the Drive Beam linac at CTF3. Also shown are the nominal values for the
ideal machine.
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Figure 5.2: Results of a DFS correction in the vertical plane in the Drive Beam linac. (a)
the vertical dispersion measured at the different BPMs installed in the beamline. The red
and blue lines are respectively the dispersion measured before and after the correction. The
error bars represent the statistical error over a few consecutive measurements. The dashed
black line is the desired target dispersion. (b) the strength of the dipole correctors used for
the correction. In red are the strengths before the correction; blue are after the correction.
The device names follow the naming conventions described in Section 5.1 except for BPM
CTBPI0105.
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Section 3.4, Figure 5.3 shows the beam size measurements used to fit the Twiss parameters

quoted in Table 5.1. Note that for both vertical and horizontal planes the overall behaviour
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Figure 5.3: The beam variance measured at CT.MTV0550 in the CTS dump line as a
function of the quadrupole current used to perform quadrupole scan measurements before
(red) and after (blue) DFS correction in the linac. The error bars are the from the Gaussian
fit of the beam profiles measured at the screen. (a) and (b) are relative to the horizontal and
vertical scans respectively. The dashed lines are the fit of the data according to the Twiss
parameters that are reported in Table 5.1.

of the beam size as a function of the quadrupole current is comparable, but an overall beam

size reduction is visible after the dispersion correction performed in the upstream linac.

The Drive Beam lies in the horizontal plane up to the end of the DBRC. Only after

the CR a vertical dogleg is installed with the purpose of fitting inside the building. Up to

this point one should then expect no vertical dispersion. In this plane one can apply the

same DFS technique used in the linac. Figure 5.4 shows the results of a vertical dispersion

correction in the transfer line TL1 that is used to transport the beam into the CR. Note

that the first corrector in use for the correction is the CTDVF0612 which is right before the

BPM CTBPI0622. It is then natural that the dispersion measured in the first three BPMs in

Figure 5.4(a) does not change before and after the correction. During the correction higher

weight was put on the BPMs of the CR (i.e. last three BPMs in Figure 5.4(a)) where indeed

it was possible to reach the most effective correction.

The correction presented in Figure 5.4 was beneficial also for the vertical dispersion in

the CR. Figure 5.5 shows the dispersion in the CR before and after the DFS in TL1. Note

that for the correction only the first three BPMs in the CR were used.

5.3 Commissioning of a new Delay Loop optics

In Section 4.3 it is shown that non-linear dispersion, in association with the high energy

spread of the Drive Beam, might have a considerable impact on the performance of the

DBRC at CTF3. One of the main contributions has been identified in the strong optics of

the Delay Loop (DL) and possible solutions have been described in Section 4.4. The most
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Figure 5.4: Result of a DFS correction in the vertical plane in TL1. (a) the vertical dispersion
measured at the different BPMs installed in the beamline. The red and blue lines are
respectively the dispersion measured before and after the correction. The error bars represent
the statistical error over a few consecutive measurements. The dashed black line is the desired
target dispersion. (b) the strength of the dipole correctors used for the correction. In red are
the strengths before the correction, blue are after the correction. The device names follow
the naming conventions described in Section 5.1.
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Figure 5.5: Comparison of the vertical dispersion measured in the BPMs installed in CR
before (red) and after (blue) a vertical dispersion correction in the preceding transfer line
TL1. The device names follow the naming conventions described in Section 5.1. The BPM
CRBPI0925 was defective at the time of the measurement.

promising proposal in Section 4.4.2 is to implement a modified linear optics in the DL that,

from simulations, seems to develop weaker non-linear dispersion at least in the horizontal

plane. In the late 2015 machine run an attempt to commission the new DL optics in the

actual machine was performed.

Figure 5.6 shows a comparison measurement of the first- and second-order dispersion pat-

terns in the DL and in the following transfer line TL1 between the nominal optics and new
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optics proposed in Section 4.4.2. This measurement was performed with a 3GHz beam mag-

netically injected and extracted from the DL, i.e. without using the RF deflector normally

used for the factor-2 recombination. About 150 consecutive beam-shots were collected with

the use of the dispersion monitor application described in Section 3.2. During the acquisition

the beam-energy shot-to-shot jitter was enhanced by wiggling the beam current delivered

by the thermionic gun at the beginning of the linac. The measurements assume perfectly

linear horizontal dispersion at BPM CD.BPI0135, which is the first BPM encountered by

the beam where the nominal dispersion is high. For this reason CD.BPI0135 was used as

an energy meter assuming the nominal dispersion of −0.743 m. The simulated behaviour

also presented in Figure 5.6 is expected from the ideal machine studied in Chapter 4. It

must be said that both optics were not implemented in the machine exactly as defined in

Table 4.7, but both were partially tweaked to allow a reasonable beam transmission that

was not quickly achievable otherwise. Also the optics in the transfer line TL1 was slightly

tweaked and this might explain the discrepancy already at first order.
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Figure 5.6: Comparison of the measured and simulated first-order (Dx) and second-order
(DDx) horizontal dispersions in DL and following transfer line TL1 between the old (solid-
red) and new (solid-blue) optics of DL. The dashed lines are the simulated first- and second-
order dispersions for the two ideal optics. On the horizontal axis are the BPMs in order of
appearance on the path of the beam.

An analogous measurement was performed for the vertical plane and is presented in

Figure 5.7. In the vertical plane one would expect no dispersion at any order from an

ideal machine. However element imperfections and misalignments can explain the dispersion
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which is visible in Figure 5.7.
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Figure 5.7: Comparison of the measured first-order (Dy) and second-order (DDy) vertical
dispersions at the BPMs installed in DL and following transfer line TL1 between the old (red)
and new (blue) optics of DL. On the horizontal axis are the BPMs in order of appearance
on the path of the beam.

For completeness, Figure 5.8 shows a selection of the measured orbits used to obtain the

fits presented in Figures 5.6 and 5.7 in the form of scatter plots.

Another measurement was performed a few days after the first commissioning of the new

optics. This time the optics in use in the DL was exactly as the newly-proposed optics in

Table 4.7, but scaled 4% lower than the expected beam energy. This scaling was necessary

to obtain the best beam transmission through the DL. Figure 5.9 shows the linear and non-

linear dispersion measured for different scaling of the DL quadrupoles with respect to the

desired ideal set-up. Note that the non-liner dispersion in TL1 seems to decrease the more

one matches the actual energy of the beam by increasing the strength of the quadrupoles.

Unfortunately this was degrading the beam transmission through the DL, and no time was

available to further investigate the source of the losses.

From all the measurements it can be seen that there is a general reduction of the second

order dispersion in TL1 (i.e. second half of the set of BPMs in Figures 5.6 and 5.7) for

both planes between the old nominal optics and the new optics proposed in Section 4.4.2.

The disagreement between simulations and measurement could be justified by the inexact

implementation of the optics in the area, element misalignments, and calibration issues. A



5.3 Commissioning of a new Delay Loop optics 116

-10 -5 0 5 10
∆ CDBPI0135H [mm]

-6

-5

-4

-3

-2

-1

0

1

2

3

∆
 C

T
B

P
M

0
5

1
5

H
 [

m
m

]

New optics
Old optics

(a)

-10 -5 0 5 10
∆ CDBPI0135H [mm]

-4

-3

-2

-1

0

1

2

∆
 C

R
B

P
M

0
1

5
5

H
 [

m
m

]

New optics
Old optics

(b)

-10 -5 0 5 10
∆ CDBPI0135H [mm]

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

∆
 C

T
B

P
M

0
5

1
5

V
 [

m
m

]

New optics
Old optics

(c)

-10 -5 0 5 10
∆ CDBPI0135H [mm]

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

∆
 C

R
B

P
M

0
1

5
5

V
 [

m
m

]

New optics
Old optics

(d)

Figure 5.8: On the horizontal axis of each plot is the horizontal beam position measured
at the BPM CD.BPI0135. On the vertical axis are the measured horizontal ((a) and (b))
and vertical ((c) and (d)) beam positions measured at the same time at BPM CT.MTV0515
((a) and (c)) and CR.MTV0155 ((b) and (d)). The average beam positions are subtracted.
The red points were measured with the nominal DL optics, the blue points with the new
DL optics. The dashed-black curves represents the fits from which first- and second-order
dispersions are measured in Figures 5.6 and 5.7.
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Figure 5.9: First-order (Dx) and second-order (DDx) horizontal dispersions at the BPMs
installed in DL and following transfer line TL1. On the horizontal axis are the BPMs in
order of appearance on the path of the beam. The dashed-black line is the nominal dispersion
using the new DL optics presented in Section 4.4.2. The continuous lines are measurements
in which the DL quadrupoles were scaled with respect to the designed values.
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clean measurement of the improvement would require one to first steer the beam on the

same orbit and to correct the first-order dispersion for both optics. Unfortunately such a

correction is extremely unlikely at CTF3 due to tight acceptance of the DL. By considering

only the horizontal plane one should actually expect an improved acceptance with the newly-

developed optics. In this sense the PTC simulations presented in Figure 4.43(b) show a

possible issue in the vertical plane (see Figures 4.38, 4.39, 4.40), which could be a hint for

further studies. A posteriori this could also explain the difficulties in transporting the beam

into the DL, but no experimental measurements are available to support this hypothesis yet.

5.4 Matching between delayed and bypassing bunches

In Section 4.2.1 the main effects that affect the transverse quality of the Drive Beam recom-

bination have been described in an ideal sense. Operationally the first task is to ensure a

reasonable orbit closure and transverse optics matching between the bunches being delayed

in the DL and the bunches bypassing it. In this section a selection of measurements and

corrections conducted in this part of the CTF3 DBRC are presented.

5.4.1 Horizontal and vertical orbit matching

The most obvious effect is the orbit mismatch between delayed and bypassing bunches.

Unfortunately the BPMs installed at CTF3 cannot resolve the single bunch orbit, and it

would be impossible to measure the mismatch while the factor-2 recombination is performed.

A first workaround is to perform the measurement of the mismatch by using a single beam

shot in which the first half of the bunch train bypasses the DL, while the second half is delayed

in the DL and then it follows the first half but delayed by the DL length. Operationally at

CTF3 this would require setting up a 280 ns-long train of bunches at 1.5 GHz. The phase of

the bunches has to be flipped by 180 degrees (at 1.5 GHz) with respect to the nominal setup.

In this way the 1.5 GHz RF deflector installed at the entrance of the DL instead of injecting

the first half of the train will inject the second half, and hence instead of combining the two

sub-trains of bunches, they will be separated from each other and their orbit difference is

easily accessible in the following transfer line TL1. Unfortunately this technique has two

main disadvantages:

• In order to perform the measurement and correction a dedicated beam has to be set-up

starting from the injector. This means that the measured orbit difference might not

be the actual mismatch that is in place during the factor-2 recombination.

• The BPMs installed in the TL1 transfer line are known to misbehave with such a

beam, providing inconsistent performances between the measurement of the delayed

and bypassing bunches. This issue is not yet fully understood.

In order to avoid these issues a simpler set-up was used for the results presented in this

work. The target orbit in TL1 was measured by using the nominal 1.5 GHz beam, but
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forcing it to bypass the DL by switching off the RF deflector and replacing its function with

two static corrector magnets. This is a standard procedure to bypass the DL independently

of the kind of beam that is produced in the linac2. Afterwards the beam was magnetically

injected and extracted from the DL, and its orbit in TL1 was corrected by acting only on

the correctors inside the DL. The magnetic injection makes use of the same correctors used

to magnetically bypass the DL, but with opposite kick.

Figure 5.10 shows an example of horizontal (a) and vertical (b) orbit corrections achieved

in the latest CTF3 run of 2015. For these corrections the variation of the DL corrector

strengths is shown in Figure 5.11. The final orbit matching obtained in Figure 5.10 has to
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Figure 5.10: Difference between the delayed and bypassing beam orbits in the TL1 BPMs
before (red) and after (blue) orbit matching correction. (a) horizontal plane. (b) vertical
plane. The error bars are the statistical error on about 20 orbit measurements. The dashed-
black lines represent the desired difference that is naturally zero. Note that BPM CTBPI0692
was not operational at the time of the experiment, while the horizontal position in BPM
CRBPI0130 was not usable due to hardware limitations. No values are given in these cases
and dashed lines connect the points before and after the faulty BPMs.
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Figure 5.11: DL corrector strengths before (red) and after (blue) the orbit matching in TL1
between the delayed beam and bypassing beam. (a) is for to the horizontal plane, while (b)
is for the vertical one.

2Note that the CTF3 drive beam linac can produce train of bunches at 1.5 GHz and 3 GHz.
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be compared with the tolerances derived in Section 4.2.2 and presented in Figure 4.9. For

both planes, if one trusts the calibrations of the BPMs, after the correction the expected

projected emittance growth is below 50% for both definitions of emittance presented in

Section 4.1.1. A better correction appears to be challenging with the aperture constraints of

the DL. However such an emittance growth can be acceptable.

It is interesting to note in Figure 5.11(a) that the DL correctors are fired in an alternating

pattern. The linearFeedback application used for the correction is normally able to remove

unnecessary correction by targeting a proper correctors pattern, e.g. all the correctors with

null strength. Unfortunately the dynamic aperture of the DBRC at CTF3 and in particular

of the DL does not allow much freedom. For this reason most of the corrections presented

in this chapter are not targeting a null strength on the correctors, but rather the initial

corrector strengths that were empirically found by optimising beam transmission. However

Figure 5.11(a) suggests that the bending magnets of the DL could have been wrongly set

with respect to the beam energy, and hence the correctors are compensating for this error.

A possible improvement of the correction could then be to use not only the correctors, but

also the strengths of the bending magnets.

5.4.2 Horizontal and vertical dispersion matching

The dispersion of the bunches that are delayed in DL and the ones that bypass it could

be easily verified by using the developed application described in Section 3.2 and by using

the same beam setup used for the previous orbit correction. A measurement performed

towards the end of the CTF3 run of 2015 is shown in Figure 5.12. The dispersion patterns

are normalised assuming the nominal dispersion (−0.605 m) at the first dispersive BPM in

TL1, which is CTBPI0608H. The agreement between two beam dispersions in the horizontal

plane seems to be reasonable, even if masked by the naturally high design dispersion. In the
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Figure 5.12: Comparison of the measured horizontal (a) and vertical (b) dispersions at the
BPMs installed around the DL at CTF3 between the train of bunches that are delayed
into the DL (blue) and the ones that bypass it (red). The dashed-black curve is the ideal
dispersion one should expect for both trains of bunches. The BPMs up to CTBPM0487 are
before the DL, while the others are after the DL.
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vertical plane the agreement appears to be worse, but the scale is naturally much smaller.

The behaviour of the BPM CTBPI0692 in the vertical plane is anomalous. Note that the

measurement was performed a few days before the orbit matching presented in the previous

section (Figure 5.10). It is reasonable to assume that the correction did not change the

dispersion of the bypassing beam, while the different orbit of the delayed beam might have

drastically changed its dispersion pattern.

For completeness it is interesting to see the data used to perform the measurements

presented in Figure 5.12. Figure 5.13 shows some scatter plots for a few BPMs where the

measured discrepancies between delayed and bypassing beams were more pronounced. Note
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Figure 5.13: Scatter plots of the beam orbit measured at several BPMs in TL1 as a function of
the horizontal orbit measured at BPM CTBPI0608. On the vertical axis are the horizontal
beam position in CTBPI0665 (a) and in CRBPM0195 (b), the vertical beam position in
CTBPM0515 (c) and in CRBPM0195 (d). The red points were measured with a beam
bypassing the DL, while the blue points with a beam delayed in the DL. The average beam
positions is subtracted independently from each dataset. The dashed-black curves represents
the second order fit to the data.

that the noisy data shown in Figure 5.13(a) are an indication of beam losses during the

measurement. In general in the horizontal plane the discrepancies seem to be dominated by
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non-linear dispersion, while in the vertical plane the effect is clearly dominated by differences

in the first-order dispersion of the two beams. From experience at CTF3 it seems hard to

achieve better results in the horizontal plane, but one could think of performing an orbit and

dispersion matching between the two beams in the vertical one. This could be a possible

path to further improve the recombination quality at CTF3.

5.4.3 Transverse optics matching

The other verification that is needed in order to ensure a good recombination between the

bypassing and delayed beams is the transverse optics matching of the two beams. Figure 5.14

shows the quadrupole scan data obtained before and after a recent attempt to match the

horizontal transverse optics of the delayed and bypassing beams. The beam used was a

nominal 1.5 GHz beam magnetically injected, or not, into the DL. The optics in use in

the DL was the new one proposed in Section 4.4.2. The rematching procedure used was to
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Figure 5.14: Horizontal beam variance measured at the screen CT.MTV0550 in the CTS
dump line as a function of the quadrupole current used to perform quadrupole scan mea-
surements before (a) and after (b) a first optics rematching at the end of the CTF3 linac.
The error bars are computed from the Gaussian fits to the profiles measured at the screen.
The dashed lines are the fits to the data corresponding to the Twiss parameters that are
reported in Table 5.2. In blue are the measurements performed on a beam being delayed in
the DL, while red represents the beam bypassing the DL.

adjust the quadrupoles before the DL such that the beam would arrive at the DL injection

with the expected closed solution of the ring. The Twiss parameters obtained for the two

beams before and after the rematching are shown in Table 5.2. Note that in Figure 5.14(a)

the minimum beam size is obtained for different values of the quadrupole used for the

scan, while in Figure 5.14(b) both parabolas are centred around the same minimum. This

is reflected in a better matching of the β and α parameters reported in Table 5.2. The

measured emittance reduction was unexpected, especially for the bypassing beam. From

Figure 5.14 the emittance reduction is naively caused by the overall smaller beam variance

measured during the scan.

The parameters measured and reported in Table 5.2 were not compatible a priori with



5.4 Matching between delayed and bypassing bunches 123

Before correction After correction

βx [m] αx εNx [µm] βx [m] αx εNx [µm]

Nominal values 8.4 −0.8 – 8.4 −0.8 –

Bypass beam 13.2± 0.6 −0.9± 0.1 117± 3 5.9± 0.3 −0.6± 0.1 84± 2

Delayed beam 10.5± 0.4 −1.3± 0.1 138± 3 6.8± 0.5 −0.5± 0.1 120± 4

Table 5.2: Summary of the horizontal Twiss parameters measured in the CTS dump line
for a beam bypassing the DL and one delayed in it. The first macro column contains the
values before any optics correction, while the second macro column contains the values after
a transverse optics matching between delayed and bypassing beams.

the desired nominal values. A second iteration of re-matching was attempted. This time also

the vertical plane was considered. Figure 5.15 shows similar quadrupole scan measurement

obtained after the last correction iteration. The final Twiss parameters for the different
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Figure 5.15: Beam variance measured at the screen CT.MTV0550 in the CTS dump line
as a function of the quadrupole current used to perform quadrupole scan measurements in
the horizontal (a) and vertical (b) plane after optics rematching between bypass (red) and
delayed (blue) beams. The error bars are computed from the Gaussian fits to the profiles
measured at the screen. The dashed lines are the fits to the data corresponding to the Twiss
parameters that are reported in Table 5.3.

beams and planes are summarised in Table 5.3. One can see that in the horizontal plane

the two beams seem to be reasonably matched with respect to each other and close to the

nominal values. However in the vertical plane the results differ from the matching goal.

In order to better investigate what was happening it is useful to use the tomography tech-

nique presented in Section 3.4.1. The same profiles acquired to perform the quadrupole scan

measurements shown in Figure 5.15 are used to produce the phase-space beam distribution

reconstruction presented in Figure 5.16. Indeed from the tomography view, especially in the

vertical plane, it seems that the beam was far from being Gaussian. This leads to a difficult

interpretation of the β and α parameters measured with a conventional quadrupole scan.

However the tomography reconstruction of the phase space suggests that the two beams are

pretty well matched with respect to each other, and the vertical β parameter difference noted
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βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Nominal values 8.4 −0.8 – 13.5 −0.4 –

Bypass beam 7.6± 1.0 −0.8± 0.1 102± 6 4.6± 0.3 0.0± 0.1 65± 2

Delayed beam 8.9± 1.1 −0.6± 0.1 111± 7 2.7± 0.3 0.1± 0.1 61± 5

Table 5.3: Summary of the transverse Twiss parameters of the bypassing and delayed beams
fitted from the quadrupole scan measurements presented in Figure 5.15.
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Figure 5.16: Horizontal ((a) and (b)) and vertical ((c) and (d)) phase-space distributions of
the delayed and bypassing beams as measured by simple quadrupole scan ((a) and (c)) and
tomographic ((b) and (d)) techniques. For both kinds of representation the same measured
profile are used. The dashed contours represent the beam bypassing the DL, while the
continuous ones are the distributions of the delayed beam. The colour code is the density
distribution, which has been normalised to have a peak value equal to 1.
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in Table 5.3 might actually be harmless. Still the non-Gaussian shape of the phase space

might be a limiting factor for the overall performance of the DBRC. A dedicated study would

be needed to verify the accuracy and precision of the tomographic measurements, which has

not been performed yet.

5.5 Matching between different turns in CR

The next step in the beam recombination process at CTF3 is the factor-4 recombination that

takes place in the Combiner Ring (CR). Here a set of measurements and corrections with the

aim of improving the quality of a pure factor-4 recombination in the CR are reported. This

means that all the results presented in this section have been obtained with a beam that was

bypassing the DL using magnetic correctors instead of the RF deflector normally used for

the factor-2 recombination. The beam generated from the linac was at 3 GHz, which was

then not suitable for the full factor-8 recombination.

Note that the reported experiments were not performed in chronological order. Even

in the chronological case, the facility could have been set up for different experiment from

day to day, so earlier corrections and performance might not be preserved between different

experiments.

5.5.1 Measurement of the transverse matching

At CTF3 it is possible to measure the transverse matching between different turns in the

CR only by extracting the beam from the CR after a different number of turns, and hence

measuring the Twiss parameters by means of quadrupole scans in the following transfer line

(TL2).

Figure 5.17 shows a measurement performed in the early stage of the beam set-up in

the late 2015 run of CTF3. Each dashed-contour curve represents the FWHM of the beam

distribution after being stored in the CR for different turns. In order to be more precise,

note that the “1st turn” beam is actually travelling only through half of the CR ring and

immediately extracted in the following transfer line. Similarly the “2nd turn” beam is the

one that does one full turn and one half in the CR, and so on. The measured Twiss pa-

rameters used for the reconstructions in Figure 5.17 are summarised in Table 5.4. Note that

the location where the measurement was performed is known to measure vertical emittances

that are not consistent with measurements in other parts of the facility. So far no convincing

explanation has been found for this underestimation of the emittance, and further investiga-

tions are ongoing. Even if the absolute values are likely to be wrong, the relative comparison

between different beam set-ups can be useful for improving the performance of the DBRC.

The phase-space representation in Figure 5.17 and the Twiss parameters reported in

Table 5.4 underline a degradation of the beam quality the longer the beam is stored in the

CR. Notable is the horizontal emittance after 4 turns in the CR. From Figure 5.17 one can

see that the beam after 4 turns seems to be far off centre compared with the beams extracted
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Figure 5.17: Reconstruction of the horizontal (a) and vertical (b) phase-space beam distribu-
tions after extraction from the CR (measurements performed at MTV CC.MTV0253). Each
line represents the FWHM border of a reconstructed Gaussian beam based on the Twiss
parameters measured by means of a quadrupole scan. The dashed lines represent measure-
ments of beams that made different numbers of turns in the CR. The continuous-blue lines
are the measurements performed on a factor-4 recombined beam. The cross at the centre of
each curve represents the measured centre of the fitted Gaussian beam, and the size of the
cross is the error of this measurement.

βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Nominal values 8.9 −7.2 – 4.8 0 –

1st turn beam 3.0± 0.7 −2.7± 0.6 72± 7 7.5± 0.4 −1.9± 0.1 24± 7

2nd turn beam 5.1± 0.5 −3.6± 0.4 99± 4 11.5± 1.2 −1.5± 0.2 38± 2

3rd turn beam 6.9± 0.6 −5.3± 0.5 98± 3 4.9± 0.4 −0.9± 0.1 57± 2

4th turn beam 2.4± 0.2 −1.6± 0.2 281± 8 6.1± 0.7 −0.7± 0.2 43± 7

Factor-4 beam 4.1± 0.4 −2.9± 0.3 234± 9 5.1± 0.5 −1.1± 0.2 68± 3

Table 5.4: Summary of the transverse optics matching for beams stored from one to four
turns in the CR and then extracted in the following transfer line. Measurement performed
using screen CC.MTV0253.
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earlier from the CR. In the vertical plane it might be worrying the different orientation of

the ellipses representing the second and forth turns, which might be the sign of a vertical

optics mismatch. In general however the overall emittance increase experienced by the beams

stored longer in the CR seems to hide most of the transverse optics mismatches.

The combined factor-4 beam can be seen as the sum of the 4 beams that travelled through

different numbers of turns in the CR. The measurement performed on such a beam seems to

represent well the single-turn measurements. By considering the covariance matrices of each

beam (see Eq. 2.15) one can compute the expected covariance matrix for the recombined

beam (see Appendix D). Assuming no error the theoretical overall emittance turns out to

be 196 µm (horizontal) and 54 µm (vertical) which are values slightly below the respective

measurements shown in the last row of Table 5.4.

No attempt was made in the latest CTF3 run to improve the transverse matching. Instead

more effort was put into trying to work on the orbit closure of the ring between different

turns, and to studying the dispersion effects which might affect also the quadrupole scan

measurements presented here.

5.5.2 Orbit matching

The transverse optics measurements presented in the previous sections show a possible orbit

mismatch in the CR, which is clearly visible in Figure 5.17 between the beam stored in the

CR for a single turn and the one stored for 4 turns. In order to inject the beam into the

closed orbit of the ring one has two possibilities:

• Modify the incoming orbit such that the beam is injected onto the natural closed orbit

of the ring.

• Modify the closed orbit of the ring by acting on the correctors installed in the ring

itself, and so match the closed orbit of the ring with the incoming orbit.

The first method is probably the cleanest: one could measure the closed orbit of the ring

by taking the average orbit of a beam circulating for many turns, hence steer the incoming

beam such that the first turn orbit equals the closed orbit previously measured. On the

other hand this requires one to have a beam already circulating for many turns into the ring,

and have BPMs able to measure precisely the orbit for several turns. Normally this is not

the case at CTF3. From experience at CTF3 it turns out that the most effective approach

is the second. The orbit closure correction is performed by acting on the correctors of the

CR while minimising the difference between the orbits of the first and second turns in the

ring.

Figure 5.18 shows an example of such a correction. Not all the BPMs of the CR were

used, but only those in dispersion-free areas of the ring. This was an attempt to minimise

the energy effects observed in BPMs that are normally in regions with high dispersion. The

strengths of the correctors that were used for the correction are shown in Figure 5.19. For

the vertical plane it is important to point out that the feedback tool was able not only to



5.5 Matching between different turns in CR 128

CRBPM
0155H

CRBPM
0195H

CRBPI0
305H

CRBPI0
395H

CRBPI0
570H

CRBPI0
610H

CRBPM
0650H

CRBPM
0695H

CRBPI0
805H

CRBPI0
895H

CRBPM
1025H

-5

-4

-3

-2

-1

0

1

2

3

4

5

m
in

x
 :

 m
a

x
x
 [

m
m

]
Before correction
After correction

(a) Horizontal

CRBPM0155V

CRBPM0195V

CRBPI0305V

CRBPI0395V

CRBPI0570V

CRBPI0610V

CRBPM0650V

CRBPM0695V

CRBPI0805V

CRBPI0895V

CRBPM1025V
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

m
in

y
 :
 m

a
x

y
 [
m

m
]

Before correction
After correction

(b) Vertical

Figure 5.18: Horizontal (a) and vertical (b) orbit corridors within which the orbit of a beam
circulating for 4 turns in the CR are confined before (red) and after (blue) an orbit closure
correction.

heavily reduce the orbit mismatch, but also to remove the unnecessary power of the last

three correctors in the ring. At the BPMs shown in Figure 5.18 the orbit difference between

different turns was reduced to below 1 mm in the horizontal plane and 0.5 mm in the vertical.

The result obtained should be compared with the tolerances for an ideal machine that were

presented in Section 4.2.3 (Figure 4.13). Note that for the vertical plane the statistical

emittance growth one should expect should be below 30%, while in the horizontal plane

things are more critical, being close to the 70% envelope of Figure 4.13(a).

Unfortunately there was not enough time to systematically measure the initial and final

Twiss parameters of the different turns before and after the orbit correction presented in

Figure 5.18. Only for the vertical plane a measurement of the Twiss parameters of a factor-4

combined beam was taken right before and after the orbit correction presented here, while

for the horizontal plane this measurement was performed only after the orbit correction. For
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Figure 5.19: Strength of the horizontal (a) and vertical (b) correctors in the CR before (red)
and after (blue) an orbit closure correction.
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βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Nominal values 8.9 −7.2 – 4.8 0 –

Before correction 4.1± 0.4 −2.9± 0.3 234± 9 7.2± 0.7 −1.4± 0.2 66± 3

After correction 7.1± 0.3 −5.3± 0.3 173± 4 6.7± 1.3 −1.5± 0.4 37± 3

Table 5.5: Comparison between Twiss parameters of a factor-4 beam measured at screen
CC.MTV0253 before and after orbit closure in the CR. Note that for the horizontal plane
the measurement was performed a few days before the correction.

the horizontal plane one can consider as a reference the latest measurement presented in

the previous section. Figure 5.20 shows the comparison between the beam variance for the

different scans, while the fitted Twiss parameters are reported in Table 5.5. In the vertical

plane the effect of the orbit correction is clear, and it results in almost a factor-2 reduction

of the overall emittance. For the horizontal plane, as already stated, no measurement right

before the correction is available, so it is possible that many parameters could have changed

between the quadrupole scan measurements. Still a 25% emittance reduction is visible and

also the Twiss parameters αx and βx seem to get closer to the nominal values.

In general one can state that the orbit closure correction brings an evident benefit in the

combined beam quality, which is still believed to be one of the main source of emittance

growth in the CR.
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Figure 5.20: Beam variance measured at the screen CC.MTV0253 in TL2 as a function of
the quadrupole current used to perform quadrupole scan measurements in the horizontal
(a) and vertical (b) plane. The red points are relative to a combined factor-4 beam before
orbit closure correction, while in blue is the same scan after the correction presented in
Figure 5.18. The error bars are computed from the Gaussian fits to the profiles measured at
the screen. The dashed lines are the fits to the data corresponding to the Twiss parameters
that are reported in Table 5.5. Note that the red scan in the horizontal plane was performed
a few days before the orbit correction.
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5.5.3 Dispersion Target Steering in the CR

A possible further step with respect to the orbit closure could be to verify and eventually

correct the horizontal dispersion in the CR by means of Dispersion Target Steering (DTS).

By definition the dispersion is the difference between orbits of beams (or particles) with

different energies. If the wanted dispersion is zero, i.e. DFS, one has not to worry too much

about BPM calibrations and/or to know with precision the energy variation induced: the aim

of the correction is to see no orbit variation for any reasonable beam-energy change. Clearly

things are more complicated for Dispersion Target Steering (DTS) and a simple calibration

issue can easily lead to unsuccessful results. In order to apply DTS the strategy adopted at

CTF3 is to measure first the “nominal” dispersion expected by measuring the orbit response

after scaling all the bending magnets in the line under consideration. As seen in Section 2.4

this is equivalent to measure the first-order dispersion generated by the bending magnets,

which are assumed to be the only sources of dispersion in an ideal machine. This kind of

measurement can serve as a calibration of the BPMs3, and also to verify that the quadrupoles

in a line are properly set for the actual energy of the beam.

Figure 5.21 shows a measurement of the nominal dispersion pattern measured by scaling

the bending magnet of the CR. The measured dispersion is in agreement with the expected

design dispersion. The big discrepancy at CR.BPI0925 is probably due to faulty electronics,

as well as some unexpected dispersion at the last BPM CR.BPI10704. It has to be stressed

that the measured value is not the actual dispersion of the ring, but the dispersion generated

by the presence of the bending magnets. This measurement, to first approximation, is

blind to element misalignments, correctors and non-zero incoming orbit. The fact that no

dispersion is measured in this way, where one should expect zero dispersion, is a sign of the

correct setting of the quadrupoles in the line. If the quadrupoles were set incorrectly for the

beam energy, a clear discrepancy would been visible in the middle of the ring, where a long

straight section with no dispersion is present.

Confident of the nominal dispersion measurement, a dispersion measurement and correc-

tion using all the correctors available in the ring was performed. The outcome of the cor-

rection is shown in Figure 5.22. By changing the beam current generated by the thermionic

gun of the CTF3 Drive Beam one obtains beams with different energies. The orbit difference

reveals the actual dispersion, which now includes both the nominal dispersion and the addi-

tional contributions of any undesired kicks (e.g. element misalignments). Note in Figure 5.22

that a non-zero dispersion is actually injected into the ring probably due to an error in the

upstream transfer line TL1. The DTS was performed by using only the correctors installed

in the ring. For this reason one cannot expect to be able to correct dispersion in the first

part of the ring, but only in the second part. In this region the correction is indeed effective,

and one is able to obtain a dispersion that is close to the nominal value.

However this turned out to be the wrong approach: first because the correction, by

3Note that here no normalisation is necessary: scaling the magnets by +1% is equivalent at first order
to scale the energy by −1%. The only source of systematic error is the knowledge of the behaviour of the
bending magnet as a function of the current provided to it.

4This discrepancy was observed only at the time of analysing the data, further investigation will be needed
to understand its source.
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Figure 5.21: In red is the measured “nominal” dispersion at the BPMs installed in the CR.
The measurement was performed by scaling the main bending magnets in the ring. The
dispersion shown is the one for the first turn in the ring. Dashed-black is the dispersion
expected for an ideal CR.

CRBPI0130H

CRBPM0155H

CRBPM0195H

CRBPI0208H

CRBPI0248H

CRBPI0275H

CRBPI0305H

CRBPI0395H

CRBPI0425H

CRBPI0448H

CRBPI0475H

CRBPI0570H

CRBPI0610H

CRBPM0650H

CRBPM0695H

CRBPI0708H

CRBPI0748H

CRBPI0775H

CRBPI0805H

CRBPI0895H

CRBPI0925H

CRBPI0952H

CRBPI0992H

CRBPM1025H

CRBPI1070H
-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

D
x
 ~

[m
]

Before correction
After correction
Target

Figure 5.22: First turn horizontal dispersion measurement before (red) and after (blue)
DTS at the BPMs installed in the CR. Dashed-black is the target dispersion sought during
the correction that was measured before by scaling the bending magnets of the ring. The
measurement was performed by varying the beam current at the source of the linac and by
normalising the response with BPM CR.BPI0208.
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definition, could not change the dispersion in the first part of the ring; second because it

turned out that the actual orbit of the beam, which was not considered during the correction,

was not suitable for storing the beam for more than one turn. Figure 5.23 shows the effect

of the correction on the orbit closure and beam current transmission from the first turn to

the second. Though the starting orbit was already not optimum in terms of closure, after

the correction the orbit closure was even worse. Moreover the beam transport was heavily

affected in turns later than the first. Conceptually this is not a surprise since the correction

was targeting a different observable.

A second attempt was made by targeting both dispersion and orbit matching. This time,

instead of looking at only the first turn in the CR, 4 turns were considered. The optimum
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Figure 5.23: Difference between the first- and second-turn horizontal beam orbit (a) and
beam current (b) at the BPMs in the CR. In blue are the values before DTS in the CR,
while in red are those after DTS.
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would be to match orbit and dispersion for all four turns for all 25 BPMs installed in the

ring. This gives 25× 2× 3 observables (i.e. orbit and dispersion differences between the first

and later turns). Due to the high number of observables and small number of correctors (24)

one can simplify the problem by requiring only the matching for the 4 BPMs installed near

the extraction from the ring. The result of this attempt is presented in Figure 5.24. The

result is not excellent, but an overall reduction of orbit and dispersion closure on those 4

BPMs is visible. Moreover a new quadrupole scan measurement at screen CC.MTV0253 for

a factor-4 beam gave a final emittance of 112 µm to be compared with the 173 µm achieved

with the simpler orbit closure correction between first and second turns in the ring presented

in the previous section.
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Figure 5.24: Results of the dispersion and obit matching in the 4 BPMs near the extraction
from the CR for a beam circulating for 4 turns. (a) the orbit difference between the 2nd,
3rd and 4th and the 1st turn; (b) the dispersion differences. In red are the values before
the correction while in blue are those after the correction. Dashed-black lines represent the
targets that in this case are all zero.
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All these tests were conducted in a limited amount of time and probably not enough care

was put on the stability of the beam generated in the linac. One should bear in mind that

the study presented in Section 4.2 revealed strong non-linear dispersion effects that can play

an important role also here. In order to better understand, Figure 5.25 shows the expected

modelled behaviour of the non-linear dispersion at some BPMs for 4 consecutive turns. For

each BPM it shows the simple energy dependence of the orbit and the point-by-point tangent

to the curve, i.e. the linear dispersion one would measure if the average beam momentum

were different than the set-up of all the magnetic elements. Note that for a mean energy

deviation of less than 1%, which is comparable with a machine drift, one should expect a

separation of the orbits for different turns up to 1 mm (see for example Figure 5.25(a) and

(e)). The behaviour of the linear dispersion is similar: here a variation of 10 cm is easily

expected. These values should be compared with the orbit and dispersion closure reported

in Figure 5.24.

In general the results achieved demonstrate the ability to control a series of effects up to

the level where the natural stability of the machine might start to play the dominant role.

The next step would require a better knowledge of the accuracy of the beam instrumentation

and more refined control of the long-term stability of the beam, which is being addressed at

CTF3 by complementary work [103, 104].

5.6 Latest beam quality

The set-up and tuning of the Drive Beam recombination at CTF3 requires generally a few

weeks of operation. Many corrections are necessary, and most of them are coupled with

each other. It is then difficult to say which correction contributed the most to the final

recombination quality. However an interesting measurement was performed on the last day

of CTF3 operation of 2015: a factor-8 beam was finally set up for RF power production in

the later CLEX experimental area. Quadrupole scan measurements were then performed at

the end of the TL2 line using the screen CC.MTV0970. In order to verify the quality of the

recombination, at least partially, the measurements were also performed after dumping all

the bunches going via the DL, and so generating an unnatural factor-4 recombination in the

CR. The measured Twiss parameters for the horizontal and vertical plane and both set-ups

are reported in Table 5.6, while a graphical representation of the data collected is shown in

Figure 5.26.

Note that these measurements were taken after the beam was empirically optimised to

βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Factor-8 beam 9.9± 1.1 0.7± 0.1 467± 27 27.8± 2.2 −6.1± 0.5 199± 7

Without DL bunches 9.0± 0.5 0.6± 0.1 371± 10 26.4± 2.2 −5.9± 0.5 195± 7

Table 5.6: Comparison of the measured Twiss parameter between the final factor-8 beam
of 2015 and the same beam without the bunches going via the DL. The measurements were
performed with the screen CC.MTV0970 at the end of DBRC.
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Figure 5.25: Expected orbit (first column of plots) and linear dispersion (second column of
plots) as a function of a hypothetical mean beam-momentum error. Behaviour obtained by
means of MAD-X simulations for an ideal CR. Each row shows the behaviour in a different
BPM in the CR. Each colour represenst a different turn in the CR.
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Figure 5.26: Beam variance measured at the screen CC.MTV0970 in TL2 as a function of
the quadrupole current used to perform quadrupole scan measurements in the horizontal (a)
and vertical (c) planes. The measured Twiss parameters, reported in Table 5.6, are used
to construct the contour plots in Figures (b) and (d). These represents in phase space the
FWHM borders of a hypothetical Gaussian beam with covariance given by the measured
Twiss parameters. The red traces are relative to a fully combined factor-8 beam, while in
blue are the equivalent quadrupole scans but dumping earlier the bunches that normally go
via the DL.
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obtain the optimum power production in the CLEX area. This means that the length of the

DL and CR could have been adjusted by acting on the wiggler magnets installed in the two

rings, and also the beam setup could have been manipulated at the injector. This might

have spoiled part of the optimisation performed earlier, but it is interesting to see that in the

vertical plane, normally the plane less affected by energy and ring length variations, there is

no substantial difference with or without the DL bunches. For the horizontal plane things

are not as good, but still an increase of only 25% in εx between the beam without the DL

component and the full factor-8 beam is a sign of good recombination quality. Moreover

from Figure 5.26(b) one can see that the increase in εx seems to be due to an orbit error of

the order of 2 mm in the DL recombination. This could be easily explained by the empirical

optimisations that were performed to maximise the power production.

5.7 Other Applications of the Generic Feedback

The possible application of the feedback tool developed at CTF3 and described in Section 3.3

are not restricted to orbit and dispersion corrections. Due to generality of the question and

the abstract implementation of the “linearFeedback” tool, it was possible to apply the same

software to completely different scenarios. The feedback helped to further improve not only

the beam at CTF3, but it was possible to even implement an orbit correction at the Proton

Synchrotron at CERN. In this section a few additional examples of use of the feedback are

presented.

5.7.1 Optimisation of the Bunching System

The RF used to produce and accelerate the Drive Beam at CTF3 is generated by 3 GHz

klystrons that produce 5.5 µs RF pulses of about 30 MW. Each RF pulse is then compressed

by a special RF pulse compressor cavity [105] down to the required 1.4 µs pulse length

and roughly doubling the pulse power. Such a pulse is then used to feed two accelerating

structures in the Drive Beam linac. This RF gymnastic increases the efficiency of the system

and allows one to quickly accelerate the 4 A Drive Beam up to the nominal energy of about

130 MeV at the end of the linac. The drawback is that the phase along the produced 1.4

µs RF pulse is not constant, but has typically a parabolic shape with a maximum phase

variation along the pulse of about 10 degrees at 3 GHz. The RF used for the bunching of

the DC beam is actually not compressed, so it naturally does not have this specific phase

variation along the pulse. In order to ensure a homogenous acceleration and bunch quality all

along the pulse also the bunching has to be performed with the same phase variation. Such

a phase variation along the pulse is then programmed by means of a waveform generator

installed in the Low Level RF (LLRF) production chain of the buncher klystron.

An indirect measurement of the matching between the produced bunch frequency varia-

tion and the first accelerating RF is measurable by an RF pickup (BPR) [106, 107] installed

right after the injector. This device, referred to as CL.BPR0475, provides a measurement

of the variation of a combination of bunch length and bunch charge along the pulse. Any
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mismatch in phase or amplitude between the RF used for the bunching and the RF used for

the first beam acceleration results in a non-uniform bunching quality and so a non-flat BPR

signal.

Figure 5.27 shows a typical correction of the flatness of the BPR Waveguide signal

(CL.BPR0475W) by acting on the waveform programmed for the buncher klystron (MKS02).

For this result a 3GHz beam was set-up. The correction used all the features of the devel-
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(b) MKS02 LLRF waveform.

Figure 5.27: Typical result of an optimisation of the BPR CL.BPR0475W signal at CTF3.
(a) shows the BPR signal along the beam pulse in time domain. The dashed-black line in (a)
is the target signal requested to the feedback application. The dashed-red and dashed-blue
lines are the statistical variation of the BPR signal. (b) shows part of the LLRF waveform
setting as a function of time for klystron MKS02. In red are the measurements and settings
before correction, while in blue are after the correction.

oped linearFeedback tool. First the variation of the BPR signal induced by a variation of the

LLRF waveform was measured. Afterwards the waveform was altered as little as possible

to obtain the desired flatness of the BPR signal. Practically it is difficult to demonstrate

the benefits of such a correction. However from experience a flatter BPR signal finally turns

into a smaller beam-energy spread of the produced beam, which is then easier to transport

and recombine in the DBRC.

5.7.2 Energy Stabilisation Along the Pulse

At the end of the Drive Beam linac one would like to obtain a flat mean energy distribution

along the 1.2 µs beam pulse. This might not be the case due to the RF pulse compression

adopted at CTF3 and consequent variations along the pulse of RF power and phase, or

more simply due to non-uniformity of the bunch charge. Similar to the BPR correction

presented in the previous section, a possible feedback implemented at CTF3 is to modify

the Low Level RF (LLRF) waveform programmed for the last klystron (MKS15) in order to

obtain flat beam energy afterwards. The horizontal beam orbit along the pulse at the first

dispersive BPM (CT.BPI0680H) is used as beam energy profile monitor by normalising the

orbit with the expected dispersion (Dx = 0.605 m).

Figure 5.28 shows a typical result obtained with a 1.5 GHz beam, i.e. a beam normally
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setup for a factor-8 recombination. The eight 140 ns sub-trains are easily visible along the

1.3 µs-long pulse in Figure 5.28(a). The long transient at the head of each sub-train is due

to the “too slow” phase switching of the TWTs used in the injector to flip by 180 degrees

at 1.5 GHz the pre-bunching of the beam. The bandwidth of the RF distribution and of

the accelerating cavities does not allow one to correct this long transient, so the correction

is operated only on the central part of each sub-train, i.e. where a target is defined in

Figure 5.28(a). Note in Figure 5.28(b) that the new waveform tries to compensate part of

0 200 400 600 800 1000
Time [ns]

-2

-1.5

-1

-0.5

0

0.5

1

∆
p
/p

 ~
[%

]

Target
Before correction
After correction

(a) Energy along the pulse.

0 200 400 600 800 1000 1200
Time [ns]

60

70

80

90

100

110

120

M
K

S
1

5
 w

a
v
e

fo
rm

 [
a

u
]

Before correction
After correction

(b) MKS15 LLRF waveform.

Figure 5.28: Typical result of beam energy flattening along a 1.5GHz beam at CTF3. (a)
shows the energy variation along the beam pulse measured at the first dispersive BPM in
TL1 (CT.BPI0680H) assuming nominal dispersion. The dashed-black line in (a) is the target
momentum requested of the feedback application. The dashed-red and dashed-blue lines are
the statistical variation of the BPM signal. (b) shows part of the LLRF waveform setting
as a function of time for klystron MKS15. In red are the measurements and settings before
correction, while in blue are those after the correction.

the long transient between one sub-train and the other. Finally all the sub-trains lie on the

same energy in Figure 5.28(a), and also the excursion of the transient is reduced.

Such a correction is clearly beneficial for the quality of the finally-combined beam because

it heavily reduces the overall energy spread of the beam. The simulations presented in

Section 4.3 predict that the overall beam-energy spread has an effect on the emittance due

to the non-linear dispersion arising in the DBRC. Improvements could be measured on the

factor-8 combined beam by means of quadrupole scan measurements. Figure 5.29 shows the

improvement in beam variance while performing a quadrupole scan of the combined beam

before and after the correction. The fitted Twiss parameters are reported in Table 5.7.

5.7.3 Injection bump closure at the CERN Proton Synchrotron

The result presented here shows the power of the developed feedback tool by demonstrating

its ability to be easily adapted to a different accelerator of the CERN accelerator complex,

in particular at the Proton Synchrotron (PS).

In order to inject the hadron beam into the PS the closed orbit of the ring is locally
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Figure 5.29: Beam variance measured at the screen CC.MTV0253 in TL2 as a function of
the quadrupole current used to perform quadrupole scan measurements in the horizontal (a)
and vertical (b) planes. These represent in phase space the FWHM borders of a hypothetical
Gaussian beam with covariance given by the measured Twiss parameters. In red are the
measurements performed before the energy flattening correction presented in Figure 5.28,
while in blue are the measurements after the correction.

βx [m] αx εNx [µm] βy [m] αy εNy [µm]

Nominal values 8.9 −7.2 – 4.8 0 –

Before correction 6.5± 0.6 −5.3± 0.5 446± 18 4.0± 0.7 −0.8± 0.2 76± 5

After correction 5.5± 0.2 −4.8± 0.2 380± 6 3.5± 0.9 −0.6± 0.2 50± 5

Table 5.7: Twiss parameters measured using screen CC.MTV0253 for a factor-8 combined
beam before and after energy flattening correction shown in Figure 5.29.

adjusted in order to make the circulating beam approach the injection septa [108]. This

adjustment is performed by using orbit bumpers that should create an orbit bump only at

the injection location without altering the orbit elsewhere in the ring. This bump is then

reduced and finally removed right after injection in order to increase the acceptance during

beam acceleration and final extraction. The usual approach at the PS was to set-up the

bump mainly according to the MAD-X model of the injection area, and afterwards perform

empirical corrections by hand. Clearly any error in the bumper strength or imperfections

in the model of the machine could result in a leakage of orbit outside the injection location,

eventually leading to phase-space filamentation and consequent beam quality degradation.

LinearFeedback provides all the tools necessary to attack the problem. The ability to

measure the response matrix on the real machine allows one to drop any model-driven

assumption. Moreover in a storage ring this kind of correction is easier than at CTF3,

because the time the beam is stored into the ring is much longer, and the measurement of

the beam orbit over many turns is more accurate. The solution proposed is similar to that

performed in the CR at CTF3 for the closed orbit. The idea was first to measure the closed

orbit as the orbit of the beam much later after injection, when no injection bump was active

anymore, and any residual orbit oscillation is already dumped by other effects. Afterwards

the injection bump correction consisted of varying the 4 bumpers’ strengths until the orbit
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during injection was the same as the orbit of the steady circulating beam, except for the

single BPM that is actually installed within the injection bump itself.

Figure 5.30 shows a typical result of such a correction performed in mid 2015. For the

correction the closed orbit was measured as the orbit average of a few turns around turn

1000, while the bumped orbit was measured over an average of a few turns around turn 100.

The bump was completely switched off around turn 500. Note how only one BPM trace

is affected by the bump after the correction (Figure 5.30(b)), while all the other traces are

only slightly perturbed. The fast oscillation which is still visible even after the correction

on each trace is still a sign of a small injection error, which is translated into additional

betatron motion [109]. In order to achieve the closed bump of Figure 5.30(b) the first and

last bumpers had to be changed by almost 10%, while the other two inner bumpers were

basically untouched.
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Figure 5.30: Result of orbit bump closure correction at injection in the CERN Proton
Synchrotron. (a) the orbit measured at each BPM installed in the ring as a function of the
number of turns performed by the beam before the orbit correction. (b) the situation after
the correction. Each coloured line represents a different BPM.



Chapter 6

Conclusions

6.1 Summary

The CLIC design is one of the leading alternatives for a future lepton collider. The Drive

Beam and its recombination in the DBRC is one of the key components of the design.

One of the requirements for the DBRC is to produce a recombined beam with 150 µm

normalised emittance in both horizontal and vertical phase spaces and an intensity stability

of 0.75× 10−3 [3]. CTF3 aims to prove the feasibility of the recombination process with the

same requirements [5].

The initial goal of this thesis was to optimise the Drive Beam recombination at CTF3

by controlling the orbit of the beam for the different paths through the DBRC, and hence

limit the emittance growth due to unclosed orbits. This required a deep understanding of

CTF3 and its recombination process, and the development of a custom strategy suitable for

this unique problem.

In order to operate the machine efficiently, the knowledge of the accelerator control sys-

tem architecture was fundamental. A generic slow-feedback framework has been developed in

MATLAB. It allows one to optimise any desired signal that is available in the CERN acceler-

ator control system by acting on the chosen actuators. The ease of use of this tool allows one

to set-up a feedback to optimise and stabilise any parameter that (quasi-)linearly responds

to some controllable excitation. In this framework an orbit and dispersion correction tool

has been developed. The existing tools and procedures for measuring the transverse proper-

ties of the beam have been further developed. A novel strategy and tool for measuring the

nominal and actual dispersion in any beamline of CTF3 and the tomographic reconstruction

of the beam phase spaces have been introduced.

A custom definition of emittance has been proposed to study the effect of the orbit

mismatch between bunches that arrive at the end of the DBRC after taking different paths.

This allowed one to specify tolerances on the main measurable quantities available, i.e. beam

orbit and transverse phase-space measurements at specific locations.

The main sources of emittance growth in the DBRC due to the high energy-spread of the

beam have been identified and analysed. MAD-X simulations showed that the strong optics

143
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of the DBRC induces non-linear distortions of the transverse optics and dispersion. The DL

optics was found to be the main source of non-linear horizontal dispersion, which leads to

the generation of tails in transverse phase space. Such tails make the set-up of the beam

in the DL challenging and they can affect the beam-current stability. This is in agreement

with the experienced difficulties of the operators in transporting the beam through the DL

without losses.

A new DL optics has been proposed to cure the emittance growth due to non-linear

dispersion. It is based only on linear elements (i.e. quadrupoles), which makes it easier

to implement than the previous corrections based on sextupoles. The new optics has been

successfully implemented and tested. Preliminary results show that the new optics allows

one to improve the operability and tunability of the DBRC, with positive effects on the

combined-beam current stability.

A campaign of orbit and dispersion measurement and correction has been performed

in the key parts of the DBRC. As a verification of the correction method and tools, the

horizontal and vertical dispersion in the linac has been corrected leading to a remarkable

improvement of the beam quality as measured at the entrance of the DBRC. DFS was also

successfully applied in the vertical plane in the TL1 transfer line.

The ability to close the orbit mismatch between the bunches delayed in the DL and the

ones bypassing it has been demonstrated within ± 0.2 mm, which would correspond to an

emittance growth of less than 30% for an ideal monochromatic beam. In the CR a similar

correction has been performed. Here the final orbit closure between the 4 circulating trains

of bunches was ≈ ± 0.5 mm in the vertical and ≈ ± 1 mm in the horizontal. This result

was not fully satisfactory because it would correspond to a horizontal emittance increase of

about 70 % if the beam were monochromatic. In order to further improve the performance

of the recombination in the CR, horizontal DTS was attempted. Even though the correction

was successful in itself, the recombination performance was degraded due to beam losses.

This suggested a more global approach where both dispersion and orbit were closed in

the extraction line of the CR, which eventually gave the best recombined beam. Further

investigations using the MAD-X model of the CR revealed that even for an ideal machine

the orbit and dispersion distortions due to small beam-energy errors are comparable with

the measured mismatches.

Transverse optics verifications have also been conducted and presented. In general no

major issues have been found, however the quadrupole scan technique used for the measure-

ments is particularly affected by the residual dispersion that might reach the screen used to

measure the beam size. The developed tomographic technique proved to be useful in the

qualitative analysis of the beam phase-space distribution.

The developed feedback tool has proved to be helpful also for a wider range of applica-

tions. At CTF3 it has been used to adjust the bunching in the Drive Beam injector and to

correct the energy variation along the pulse at the end of the linac. A custom application

has also been developed for correcting the injection orbit of the PS at CERN.
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6.2 Suggestions for further work

At the time of writing the record normalised emittance measured at the end of TL2, i.e.

right before the CLEX experimental area, is about 500 µm in the horizontal and 150 µm

in the vertical planes. The required 150 µm horizontal emittance seems still far from being

achieved. The main difference between vertical and horizontal planes is the presence in the

latter of all the bends and kicks that are imposed on the beam during the recombination

process. In this plane are then concentrated most of the energy-related effects, and non-linear

dispersion seems to be the predominant effect as shown by all simulations and experimental

observations presented in this thesis. The optimisation of the DL optics was a positive

experience. One could try to further optimise not only the DL, but also the optics of TL1

and CR. Even though they seem to contribute less to the overall emittance growth, one

might be able to gain in dynamic aperture, which could be extremely useful for reaching

the beam-current stability goals of CTF3. Moreover the simulations presented in this work

do not take into account any machine imperfections. In reality it is well known that the

alignment of the beamline at CTF3 is not ideal, and it might be interesting to quantify the

effects on the beam quality.

The discrepancies between MAD-X and PTC simulations has also to be understood and

addressed. If PTC TWISS is most accurate one might better consider the results presented

in Figure 4.39. The strong chromatic aberration of the vertical phase space might be one

of the main sources of beam losses that are experienced in the DL. In that case one might

want to repeat the optimisation procedure for the DL optics specifically targeting a less

pronounced chromaticity in this plane.

From the point of view of the beam-based correction, all the developed tools seem to cover

all the needs for which they have been developed. One should now invest more resources in

improving the accuracy of the instrumentation and measurement procedures. For example,

from Figure 5.25 it is evident that a 1% error in determining the energy of the beam has a

strong impact on the orbit and dispersion closure in the CR. BPMs are the main sources of

information for all orbit- and energy-related measurements, and so they should be the first

devices to be better characterised. Unfortunately the diversity of the BPM types installed

in CTF3 does not facilitate this task. The transverse optics measurements have also shown

accuracy limitations. There are still inconsistencies between different measurement locations,

and uncorrected dispersion seems to spoil any absolute measurement not carefully performed.

New procedures and new ideas to verify such a measurements should be evaluated.

Another aspect that has not yet been fully analysed is the presence of the RF deflectors

necessary to the recombination process. These also act on the beam in the horizontal plane,

and they may couple the longitudinal and horizontal phase spaces. Preliminary simulations

presented in Section 4.3 show a remarkable lengthening of the off-energy tails of the bunches

that could support this hypothesis. However there are still strong discrepancies between

MAD-X and PTC simulations (see Figure 4.24) which may completely change the full picture.

As a cross check it might be interesting to simulate the beam recombination process using

the newly available PLACET2 [87] code, which can fully simulate the behaviour of the RF

deflectors.



Appendix A

Periodic Lattice Solution

In a ring, or in general in any periodic transfer line, one is often interested in finding the

closed solution, i.e. the α, β and so γ.

From Eq. 2.7 one knows how a Σ matrix evolves knowing the transfer matrix R0S, and so

how to evolve the Twiss parameters. Written in the form of Eq. 2.20, the problem of finding

the periodic solution where initial and final Twiss parameters are identical is equivalent to

finding an eigenvector of the 3× 3 matrix of Eq. 2.20 with eigenvalue equal to 1. One needs

then to solve the problem: A2 −2AB B2

−AC AD +BC −BD
C2 −2CD D2


βα
γ

−
1 0 0

0 1 0

0 0 1


βα
γ

 = 0

A2 − 1 −2AB B2

−AC AD +BC − 1 −BD
C2 −2CD D2 − 1


βα
γ

 = 0 (A.1)

that has a non trivial solution if and only if the determinant of the 3× 3 matrix of Eq. A.1

is equal to 0. Taking into account Eq. 2.19 one can also write the relation

AD −BC = 1 (A.2)

and so:

D =
1 +BC

A
if A 6= 0 (A.3)

C = − 1

B
if A = 0 (A.4)

In the case of A = 0 the determinant of the matrix of Eq. A.1 becomes

det

 −1 0 B2

0 −2 −BD
1/B2 2D/B D2 − 1

 =

= 2(D2 − 1) + 2− 2D2 = 0. (A.5)
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In the case of A 6= 0 one can also verify that:

det

A
2 − 1 −2AB B2

−AC 2BC −B(1+BC)
A

C2 −2C(1+BC)
A

(1+BC)2

A2 − 1

 = 0 (A.6)

Eqs. A.5 and A.6 say that it always exists a solution of the matrix in Eq. A.1.

It is possible to compute analytically the solution of the system, but one needs to distin-

guish between different cases:βα
γ

 = k

 −
B
C

−A−D
2C

1

 if A 6= 0;C 6= 0 (A.7)

= k


2AB
A2−1

1

0

 if A 6= 0;C = 0 (A.8)

= k

 B2

−BD
2

1

 if A = 0; (B 6= 0;C = − 1

B
) (A.9)

where k is a free scalar constant 6= 0. Not every solution can be physically acceptable. The

solution has to be compatible with the definition of γ, Eq. 2.13, and β > 0. Solution A.8 is

excluded because from Eq. 2.13 it must also be γ > 0. For the solution A.7 one can write

the relation:

k =

√
−4C2

(A+D)2 − 4
(A.10)

that has a real solution only if

(A+D)2 − 4 < 0. (A.11)

For the solution A.9 it must be

k =
2

B

√
1

4−D2
(A.12)

that has a real solution only if

D2 < 4. (A.13)

To summarise, one has the following cases:

• if A 6= 0; C 6= 0; (A+D)2 − 4 < 0; thenβα
γ

 = k

 −
B
C

−A−D
2C

1

 k =

√
−4C2

(A+D)2 − 4
(A.14)
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• if A = 0; (B 6= 0; C = −1/B)1; D2 < 4; thenβα
γ

 = k

 B2

−BD
2

1

 k =
2

B

√
1

4−D2
(A.15)

and no acceptable periodic solution otherwise. Note that in general a periodic solution exists

only if:

|Tr(R0S)| < 2 and C 6= 0. (A.16)

In the literature this is also referred as the stability criterion [44, 39].

1These conditions follow by the condition of det(R0S) = 1.



Appendix B

Verification of the main assumptions

In this work many assumptions have been made in order to simplify the treatment of the

physics behind the DBRC at CTF3. This appendix provides some justification by giving the

order of magnitude of the main effects considering the Drive Beam parameters.

B.1 Ideal, Gaussian initial beam

For all simulations a perfectly Gaussian beam in all transverse and longitudinal phase spaces

without coupling is assumed. The aim of the simulations is not to represent the real beam,

but to understand and optimise the performance of the DBRC from an ideal point of view.

Of course a detailed optimisation would imply a better modelling of the incoming beam, and

a detailed investigation on all higher order effects that can only be achieved by intensive and

extensive tracking simulations.

B.2 Synchrotron radiation

One of the main reasons to justify the study of a linear lepton collider instead of a circular

one is the effect of synchrotron radiation that limits the maximum beam energy reachable

in rings. In the DBRC rings are still necessary to perform the Drive Beam recombination,

but the beam energy is much lower compared to the colliding main beams. Let us consider

the case of the DL at CTF3. In practical units the energy loss by an electron after a single

turn in a ring of radius ρ is [39]:

∆Eelectron[keV] = 88.46
(E[GeV])4

ρ[m]
(B.1)

The energy of the beam is < 140 MeV. The bending radius of the DL bending magnets is

ρ ≈ Lbend/θbend ≈ 0.56/(π/6) ≈ 1[m]. This leads to an energy loss per turn of ≈ 34[eV].

The energy spread of the beam is about σ∆p/p ≈ 0.6% ≈ 840keV , hence there are a few

order of magnitude difference between the natural energy spread and the additional spread

eventually induced by synchrotron radiation.
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A more serious effect could be the Coherent Synchrotron Radiation (CSR) which is the

enhancement of the synchrotron radiation power that can be emitted by short and dense

bunches1. Simulations for this effect have been carried out during the design of CTF3 [5]

and for CLIC in [3]. CSR effects depends on the bunch intensity, length and on the geometry

and properties of the vacuum chamber that are difficult to simulate. In order to avoid CSR

effects in the DBRC, a magnetic chicane to elongate the bunch length before the DBRC and

to re-compress it after the recombination have been studied and implemented at CTF3. In

the present work the assumption is that the bunch length is or can be made long enough

not to encounter this problem. Still, as reported in [3], a final verification and optimisation

of CSR effects will need to be addressed for the final CLIC design.

B.3 Betatron linearity

In this work the transfer lines are assumed to be perfectly linear for monochromatic beams,

even when sextupoles are powered.

Even though non-linearities might arise from magnet fringe fields and imperfections, these

are normally relevant only for long lattices and in particular storage rings where the beam

crosses the same element many times. The DBRC at CTF3 is mainly made of quadrupoles

and bending magnets, and the maximum length traveled by the beam is about 350 m.

In order to be sure that such non-linearities are negligible compared to the effects pre-

sented in Section 4.3, a simple PTC TRACK of a few particles representing the envelope of

a typical monochromatic beam has been performed. The worst scenario is presented here by

considering a beam taking the longest path in the DBRC (1 turn in the DL, 31/2 turns in the

CR) and with the DL sextupoles powered as in Table 4.5. The simulated beam parameters

are summarised in the following table:

Nominal beam momentum 140 [MeV/c]

Energy offset 0.6 [%]

Energy spread (σp) 0 [%]

Normalised horizontal emittance (εNx) 60 [µm]

Normalised vertical emittance (εNy) 100 [µm]

Note the non-zero beam energy offset with respect to the nominal beam momentum.

Figure B.1 shows the outcome of the simulation. Each ellipse represents the border at

one, two and three sigma with respect to the simulated beam parameters. One can clearly

observe that there is a difference between the response matrices computed with standard

MAD-X TWISS and PTC TWISS, as seen already in Chapter 4. On the other hand the

PTC TWISS and PTC TRACK results are consistent. The only difference is driven by the

non-linearities that are taken into account only by PTC TRACK. The deformations are more

pronounced for the outer ellipses as expected.

1A recent introduction and reference about CSR can be found in [110].
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Figure B.1: Horizontal ((a) and (c)) and vertical ((b) and (d)) phase space at the entrance
((a) and (b)) and at the exit ((c) and (d)) of the DBRC computed by means of PTC TRACK
(blue), or simple linear matrix multiplication (red and green). The transport matrices are
computed by means of MAD-X TWISS (red) or PTC TWISS (green).

In order to give an order of magnitude of the deformation, a Gaussian beam of 100000

particles has been tracked with PTC TRACK along the same path. The final statistical

emittance growth computed at the end of the line resulted to be < 3% in the horizontal and

< 1.5% in the vertical phase spaces. Such an effect is then at least of one order of magnitude

smaller than the non-linear effect due to energy spread studied in Section 4.3.



Appendix C

Useful Taylor Series

The following truncated Taylor series are reported for convenience. Equations C.2 and C.4

are expanded around x = 0, while Eq. C.5 is expanded in a generic point x0.

1

(1 + x)n
=
∞∑
k=0

(−1)k
(n− 1 + k)!

(n− 1)!k!
xk (C.1)

= 1− nx +
n(n+ 1)

2
x2 − n(n+ 1)(n+ 2)

6
x3 + o(x4). (C.2)

(1 + x)n =
n∑
k=0

n!

(n− k)!k!
xk (C.3)

= 1 + nx+
n(n− 1)

2
x2 +

n(n− 1)(n− 2)

6
x3 + o(x4). (C.4)

sin x = sinx0 + cosx0(x− x0)+

− 1

2
sinx0(x− x0)2 − 1

6
cosx0(x− x0)3 + o(x4). (C.5)
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Appendix D

Combining Covariance Matrices

Following the mathematical definition, the covariance between two random variables is de-

fined as:

σ(x,y) = 〈xy〉 − 〈x〉〈y〉 (D.1)

where 〈·〉 identifies the operation of mean of the enclosed variable. In the simplest case of 2

random variables (x,y) their covariance matrix is then defined as:

Σ =

[
σ(x,x) σ(x,y)

σ(y,x) σ(y,y)

]
. (D.2)

In some cases one knows the covariance matrices of two (or more) subsets of the given

variables (e.g. Σ1; Σ2), and one might want to compute the covariance matrix of the entire

ensemble. By knowing the number of elements in each subset (n1;n2) and mean values

(〈x1〉; 〈x2〉; 〈y1〉; 〈y2〉), and by applying the definition of Eq. D.2 one can easily find the

following relations:

〈x〉 =
n1〈x1〉+ n2〈x2〉

n1 + n2

(D.3)

〈y〉 =
n1〈y1〉+ n2〈y2〉

n1 + n2

(D.4)

〈xy〉 =
n1 (σ(x1,y1) + 〈x1〉〈y1〉) + n2 (σ(x2,y2) + 〈x2〉〈y2〉)

n1 + n2

. (D.5)

From Eq. D.5 one can then compute the elements matrix of the overall covariance matrix Σ

without directly handling the original random variables.
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