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Abstract

Resonant slow extraction is a technique employed to provide long pulses of particles

from synchrotrons. It is exploited in a wide variety of applications, such as experi-

mental physics, hadron therapy and irradiation testing. At the CERN Super Proton

Synchrotron (SPS), the technique is exploited to deliver beam to the fixed-target

experiments in the North Area. In order to improve current operation and prepare

for future requests, the slow-extraction system in the SPS would benefit from further

optimisation and flexibility. More specifically, millisecond-scale modulations in the

extracted flux are known to compromise experimental data taking. This is an issue

common to all facilities that perform slow extraction and mitigation techniques need

to be pursued. Additionally, a future experimental request known as Search for Hid-

den Particles (SHiP) will require a particle spill with a customised time structure in

the nanosecond-scale. It is important to propose strategies to deliver such a beam

within the constraints of the SPS system. This thesis will study the exploitation of

an advanced RF technique known as empty-bucket channelling to address these chal-

lenges. In particular, it will employ a simulation model to systematically characterise

the manipulation. The results will then be benchmarked with measurement. Finally,

an operational implementation will be proposed.
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Chapter 1

Introduction

Particle accelerators – machines designed to accelerate charged particles to high ener-

gies – have become a crucial piece of technology since their inception, with widespread

applications across a multitude of disciplines. From assisting in the discovery of al-

most all fundamental particles to advancing material science and nanotechnology,

accelerators have revolutionized our understanding of matter and its interactions.

Moreover, their impact extends to medicine, where they play a pivotal role in cancer

treatment and medical imaging. In industry, accelerators aid in materials analysis,

quality control, and non-destructive testing, ensuring the reliability and safety of

critical components. Even spacecraft benefit from accelerator technology, which as-

sists in studying the behaviour of electronics when irradiated by high-energy particle

showers.

1.1 History of accelerators

The journey of accelerators began in the early 20th century when physicists sought

ways to probe the innermost structure of matter. In 1920, Rolf Widerøe proposed

the first design for a linear accelerator (or linac) [1], which accelerated particles in a

straight trajectory by using a series of alternating electric fields. In 1930, Ernest O.

Lawrence pioneered the cyclotron [2], which combined the accelerating electric fields

with a fixed magnetic field, constraining particles into spiral trajectories of increasing

radii. Around the same time, key technologies for high-voltage electrostatic acceler-

ation were developed, namely the ‘Van de Graaff’ [3] and the ‘Cockcroft-Walton’ [4]

generators.

In the following decades, accelerators evolved rapidly, giving birth to synchrotrons

in the 1940s. Synchrotrons represented a leap forward in accelerator technology: by
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synchronously ramping the bending magnetic field with the particle energy, trajecto-

ries were constrained to a constant radius. The first high-energy proton synchrotron

was the Cosmotron at Brookhaven National Laboratory (BNL), which reached ener-

gies of 3.3GeV in 1952. In 1949, Nicholas Christofiles patented the concept of Al-

ternating Gradient focusing, which was independently discovered by Ernest Courant,

M. Stanley Livingston and Hartland Snyder in 1952, allowing for tight control of

particle paths. The first synchrotrons to incorporate this concept were BNL’s Alter-

nating Gradient Synchrotron and CERN’s Proton Synchrotron (PS) in 1959. Since

then, the quest for synchrotrons of ever increasing energy continues, with CERN’s

Large Hadron Collider (LHC) holding the current record at 6.8TeV. Figure 1.1 shows

both the Cosmotron and the LHC, visually illustrating the progress in the field over

roughly 60 years.

(a) Cosmotron (image from BNL’s website)

(b) LHC (image from CERN’s website)

Figure 1.1: Two synchrotrons, past and present: the Cosmotron (1953) and the LHC
(2008).

Nowadays, synchrotrons are particularly crucial for high-energy hadron beams
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and electron light sources. Indeed, particles can be accelerated in a compact periodic

orbit by repeatedly using the same accelerating electric fields (unlike in linacs), only

limited by the maximum magnetic field that can be provided to bend the beam 1.

Furthermore, synchrotrons can easily provide a wide range of particle energies by

scaling their bending fields.

1.2 Slow extraction

An important aspect of proton synchrotron operation is beam extraction. When

the desired energy and beam parameters are reached inside the ring, the beam is

often ejected to be transported to the users. This task has occupied physicists and

engineers for several decades, producing a range of solutions depending on the specific

application.

The most common extraction method is dubbed ‘fast extraction’. It typically

involves employing a specialized kicker magnet, which quickly switches on and steers

the beam out of the ring over one revolution period. However, for applications where

the beam must be extracted over timescales much longer than the revolution period,

‘slow extraction’ is employed. By exciting resonant behaviour in a controlled fashion,

particle trajectories grow in radial amplitude and the whole beam can be continuously

extracted over a few milliseconds to several hours.

1.2.1 Inception and early history

The idea to provoke unstable particle motion for beam extraction dates back to the

1950s. In 1950, J. L. Tuck and L. C. Teng proposed a magnet arrangement (shown

in Fig. 1.2) that would aid extraction from a synchro-cyclotron by exciting radial

amplitude growth over the last revolution period [5], which was later implemented

in the Liverpool synchro-cyclotron by J. K. Le Couteur in 1955 [6]. In 1961, H.G.

Hereward described the possibility of employing a similar approach at the CERN PS

by exploiting the radial integer resonance [7]. In the same year, C.L. Hammer and

L.J. Laslett extended the idea to using the 1/2-integer resonance as a general method

for extraction from alternating-gradient synchrotrons [8]. Finally, in 1966, S. Strolin

studied the use of the radial 1/3-integer resonance, and developed a basic theoretical

framework to understand the critical aspects of such methods [9].

1For electrons, the emission of synchrotron radiation due to bending becomes the key limiting
factor, as the power necessary to compensate this loss increases with the fourth power of the beam
energy. Therefore, linacs become an attractive alternative.
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(a) Peeler-regenerator coordinates.
(b) Radial variation of vertical field H from
radius rs outwards

Figure 1.2: Original extraction-region sketch for a synchro-cyclotron (from [6]). The
peeler and regenerator magnetic fields Hs change linearly with the orbit radius r.
Hs can be tuned to make particles’ radial motion unstable while keeping the vertical
motion stable, directing trajectories into the magnetic channel.

Nowadays, 1/3-integer resonant extraction has become the work-horse of fixed-

target experimental physics, radiation-effects testing and hadron radiotherapy, as

it can easily provide particle spills of adjustable duration, energy and beam size.

Unlike the integer and 1/2-integer resonances, the 1/3-integer resonance is not excited

directly by the linear lattice (i.e. dipoles and quadrupoles), which allows for fine

control of the resonance strength by employing dedicated sextupole magnets. All

higher order resonances (e.g. 1/4-integer) share the same advantage, but the setup

becomes increasingly complicated without providing any obvious benefit.

1.2.2 CERN’s journey

The CERN accelerator complex, situated near Geneva, Switzerland, stands as the

world’s largest facility for particle-physics research. Figure 1.3 shows a schematic of

the complex, which consists of a series of interconnected accelerators, each designed to

perform specific tasks in the journey to achieve unprecedented energies and intensities

for particle beams.

CERN has a rich history of designing and hosting slow-extraction systems. The

aforementioned 1961 internal report from Hereward [7] triggered an initiative to imple-

ment integer-resonance slow extraction in the CERN PS. Following a similar strategy

to the synchro-cyclotron arrangement from Tuck and Teng, a special ejection magnet

was designed, which would kick the resonant beam out, while leaving the circulat-

ing beam unaffected. Such a system was dubbed a ‘septum’ and the original 1962

drawing is shown in Fig. 1.4. By 1964, the PS was extracting proton pulses of several
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Figure 1.3: Schematic of the CERN accelerator complex (image adapted from CERN’s
website).

milliseconds using such method. Already in the first update report [10], Hereward

identified what would later become one of the critical technical challenges in the field

of slow extraction: The instantaneous spill rate is very sensitive to magnet-voltage

ripple, and with the 600 Hz ripple of our unfiltered ‘flat-top’ the particles spill in short

bursts at 1.7 ms intervals.

Figure 1.4: Original extraction-region sketch for the CERN PS from [11]. The ex-
traction magnet (Aimant d’éjection) sits between main units 60 and 61 and separates
the beam pipe into a field-free region for the equilibrium orbit (Orbite d’équilibre)
and a field region that kicks large-amplitude particles out of the machine.

In the 1970s, the proposal to build the Super Proton Synchrotron (SPS) opened

up a new realm of possibilities for slow-extraction implementations. Unlike the PS,

which combined its bending and focusing magnetic fields into a single unit, the SPS

would have separate magnets for each function, increasing the flexibility of the system.
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Moreover, the substantial increase in beam energy (initially up to 300GeV) posed new

challenges in terms of beam loss and activation. In 1970, all such aspects and concerns

were detailed and theoretically addressed [12], and by 1977 the tests in the SPS [13]

demonstrated successful resonant extraction with the integer, the 1/2-integer and the

1/3-integer resonance, providing a variety of spill lengths from 2ms to 2 s.

Another important chapter in the development of slow-extraction systems is re-

lated to the Low-Energy Antiproton Ring (LEAR). The experimental request called

for a particle spill lasting approx. 1000 s. With a particle count of roughly 1 × 109

and a revolution period of 1 µs this equates to extracting one antiproton per turn.

W. Hardt’s 1979 report [14] readily identified the main technical challenge: to reduce

the sensitivity of the spill modulation versus magnetic ripple. A solution was found

by exploiting the stochastic extraction proposed by S. van der Meer in 1976 [15],

which used the Radio-Frequency (RF) cavities conventionally used for acceleration

to impart random kicks onto the circulating beam until particles wandered into res-

onant motion. The LEAR period is notable for the invention of innovative RF-based

solutions to deal with slow-extraction problems [16] [17] [18].

In the late 1990s, CERN’s theoretical and technical expertise on slow-extraction

systems was channelled towards building a medical synchrotron for cancer treatment.

In 1999, the Proton-Ion Medical Machine Study (PIMMS) project delivered a two-

volume technical report [19] [20] that detailed the accelerator-physics aspects of a

facility capable of performing hadron therapy. A substantial portion of the document

is dedicated to characterising and improving spill quality. The PIMMS became the

blueprint for two major hadron-therapy centres in Europe, namely CNAO (Centro

Nazionale di Adroterapia Oncologica) in Italy and MedAustron in Austria. These

centers followed the pioneering efforts of GSI’s Heidelberg Ion-beam Therapy (HIT)

Centre by providing carbon-ion therapy within dedicated facilities [21]. Figure 1.5

shows MedAustron’s facility layout: a synchrotron of approximately 20m in diameter

delivers proton and carbon-ion beams to four irradiation rooms via slow extraction.

Each spill lasts between 1 s and 10 s.

Currently, a sizeable portion of CERN’s users still rely on beam delivered via slow

extraction. Specifically, the PS and the SPS are still used for providing slow-extracted

proton and ion beams to the East and North Areas, respectively. On top of devel-

oping and operating slow-extraction systems for the PS and the SPS, CERN is also

actively engaged in collaborations with medical applications that employ the same

technique. For example, the Next Ion Medical Machine Study (NIMMS) [23] aims at

developing a new generation of compact and cost-effective ion-therapy facilities. As
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Figure 1.5: Layout of MedAustron facility (from [22]), showing the synchrotron hall
(SH), injector hall (IH) and the four irradiation rooms IR1-IR4. (The vertical beam
line in IR2 is a projection).

a consequence of such a wide portfolio of accelerators, CERN’s slow-extraction R&D

programme is rich and varied, addressing powerful and flexible machines as well as

compact and reliable ones. This breath of scope is illustrated in Fig. 1.6 by show-

ing two vastly different destinations for slow-extracted beams, namely MedAustron’s

irradiation room and the North Area 62’s (NA62) experimental hall.

(a) Irradiation room (image from MedAus-
tron’s website)

(b) NA62 experimental hall (image from
NA62’s website)

Figure 1.6: Two examples of facilities that benefit from CERN’s slow-extraction
programme: the MedAustron hadron-therapy centre and the North Area 62 (NA62)
kaon-physics experiment.
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1.2.3 The future

Slow-extraction challenges still remain, as user requests become increasingly demand-

ing in terms of energy, intensity, flexibility and precision. For instance,

• in fundamental physics, experimental users request an increasing number of

protons-on-target (p.o.t.) per year. This will require higher extracted inten-

sities while ensuring excellent beam quality and low beam loss. At CERN,

the possibility of a high-intensity 400GeV facility in the North Area is being

discussed [24], capable of delivering 5× 1019 p.o.t. per year to the ECN3 exper-

imental hall.

• on the irradiation front, the increasing number of applications necessitates

irradiation-to-electronics facilities that can provide easily variable beam inten-

sities and energies, to simulate the wide spectrum of particle showers. For ex-

ample, CERN has recently engaged in the HEARTS/CHIMERA project, which

will investigate the feasibility of delivering high energy ion beams [...] for the

study of radiation effects to electronics components engineered to operate in

harsh radiation environments, such as space or high-energy accelerators [25].

• in medicine, novel therapies are looking to utilise short pulses of particles [26]

(FLASH therapy) and beams with mixed particle species [27], as well as aim-

ing to perform conventional hadron therapy faster and at a lower cost. CERN

directly contributes to the R&D of such initiatives through a variety of collab-

orations and work packages.

In short, CERN’s slow-extraction programme aims to play a role in a wide variety

of topics and must therefore study innovative yet robust technical solutions to address

the challenges ahead.

1.3 Thesis scope

This thesis studies the potential of RF-based techniques for CERN’s future slow-

extracted beams. We start by introducing the necessary theory for resonant slow

extraction and RF manipulations in Chap. 2. In Chap. 3, this theory is then applied to

describe the implementation of an RF technique known as empty-bucket channelling

in the SPS, as well as to construct the modelling tools that will be utilised throughout

the rest of the thesis. By exploiting those tools, empty-bucket channelling is studied
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both to satisfy a Physics-Beyond-Colliders request (Chap. 4) and to improve the

spill quality of operational systems at CERN (Chap. 5). Finally, Chap. 6 provides a

conclusion and points towards possible future work.
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Chapter 2

Beam dynamics

This chapter summarises the beam-dynamics concepts and equations required for this

thesis. The information has been extracted and adapted from various sources. For a

comprehensive treatment of beam dynamics, the reader is referred to [28] [29] [30] [31].

Throughout this chapter, simulation outcomes are used to illustrate various theo-

retical concepts. The simulations have been performed with a custom python package

called henontrack. For more details, see Chap. 3.

2.1 Reference system

In order to mathematically describe proton trajectories in a particle accelerator, a

reference system needs to be chosen. First, a reference orbit is defined, which is given

by the path followed by a proton that has the accelerator’s central design momentum

p0. Then, a local coordinate system is adopted, where positions are described with

respect to the reference orbit as shown in Fig. 2.1. In this system, a particle’s position

is uniquely determined by the 3-tuple (x, y, s), where s is the distance along the

reference orbit, x is the horizontal displacement and y is the vertical displacement.

For a circular machine with bending magnetic field B and bending radius ρ, the

reference momentum p0 is given by,

p0
e

= Bρ, (2.1)

where e is the electron charge. Bρ is often referred to as the ‘beam rigidity’. Positive

x points towards the outside of the ring, positive y points upwards and positive s

traverses the ring clockwise. With these conventions, the unit vectors x⃗, y⃗, s⃗ span an

orthonormal right-handed coordinate system.
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Figure 2.1: Local coordinate system used for synchrotrons (image taken from [32]).
The unit vectors x⃗, y⃗, s⃗ are the basis vectors of the coordinate system, ρ is the bending
radius and θ is the azimuthal displacement.

2.2 Transverse dynamics

2.2.1 Hill’s equation

Using s as the independent variable (‘time coordinate’), the evolution of the transverse

coordinate x is now studied for a particle with reference momentum. An equivalent

treatment can be followed for y. Under the influence of linear focusing forces provided

by quadrupoles, the evolution of x(s) can be modelled by Hill’s equation:

d2

ds2
x+K(s)x = 0, (2.2)

where K(s) = 1
ρ2(s)

+K1(s) is the focusing term, with K1 = 1
Bρ

∂B
∂y
|x=0,y=0 being the

quadrupole component. The solution to this equation can be written as:

x(s) = Ax

√
βx(s) cos[µx(s) + µ0], (2.3)

where βx(s) is the ‘beta-function’, µx(s) =
∫ s

0
dλ/βx(λ) is the phase advance, and Ax

and µ0 are the normalised amplitude and initial phase of a given particle, respectively.

Typically, βx and µx are numerically computed for a given magnetic lattice using an

accelerator code such as the Methodical Accelerator Design X (MADX) [33]. It is

customary to define two additional functions for convenience:

αx = −1

2

dβx
ds

, γx =
1 + α2

x

βx
. (2.4)

Note that βx, αx, γx must satisfy the periodicity condition f(s+C) = f(s), where

C is the ring circumference.
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2.2.2 Transverse phase space

In addition to the position coordinate x(s), it is useful to define the angle coordi-

nate x′(s) = dx
ds
. Then, Hill’s equation can be re-written as a set of two first-order

differential equations that can be expressed in matrix form:

d

ds

[
x
x′

]
+

[
0 −1

K(s) 0

] [
x
x′

]
= 0. (2.5)

The (x, x′) 2-tuple forms a phase space and, in similar fashion to Eq. 2.3, the

solution x⃗(s) = [x(s), x′(s)]T for a particular initial condition x⃗(0) can be expressed

as,

x⃗(s) =M0,s · x⃗(0), (2.6)

where the transport matrix M0,s is given by

M0,s =


√

βx(s)
βx(0)

[cosµx(s) + αx(0) sinµx(s)]
√
βx(s)βx(0) sinµx(s)

[αx(0)−αx(s)] cosµx(s)−[1+αx(0)αx(s)] sinµx(s)√
βx(s)βx(0)

√
βx(0)
βx(s)

[cosµx(s)− αx(s) sinµx(s)].


(2.7)

In a periodic lattice, the one-turn map Ms,s+C can be computed, which maps a

given initial condition at a specific location s to the final condition after one turn

around the ring:

Ms,s+C =

cos 2πQx + αx(s) sin 2πQx sin 2πQx

−γx(s) sin 2πQx cos 2πQx − αx(s) sin 2πQx

 , (2.8)

where Qx = 1
2π

∫ s+C

s
dλ

βx(λ)
is known as the (horizontal) betatron tune and corresponds

to the number of transverse oscillations performed by a particle in one turn. Qx is a

global quantity that does not depend on the particular choice of s. Figure 2.2 shows

the resulting surface of section at a fixed s after repeatedly applying the one-turn

map. For a given initial condition with amplitude Ax all points lie on an ellipse given

by,

A2
x = γxx

2 + βxx
′2 + 2αxxx

′, (2.9)

which is known as the Courant-Snyder invariant.
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(a) s = 0m (b) s = 221m

Figure 2.2: Turn-by-turn evolution (sky-blue) of an initial condition in transverse
phase space at two different SPS locations. The numbers indicate the turn number.

2.2.3 Normalised phase space

The solution from Eq. 2.3 has the form of a ‘generalised harmonic oscillator’, whose

amplitude and frequency vary with
√
βx and 1/βx, respectively. These dependencies

can be removed by choosing µx as the independent variable (instead of s) and by

defining the normalised position X as,

X(µx) =
1√
βx
x = Ax cos(µx + µ0). (2.10)

Then, the corresponding normalised-angle variable X ′ is,

X ′ =
dX

dµ
= −Ax sin(µx + µ0) (2.11)

X ′ =
dX

ds

ds

dµx

= βx
dX

ds
=

√
βxx

′ +
αx√
βx
x. (2.12)

The 2-tuple (X,X ′) forms the (horizontal) normalised phase space. Using these

transformations, the matrix Ms,s+C can be decomposed as follows:

Ms,s+C = L(s)R(2πQx)L
−1(s), (2.13)

where R(2πQx) is the 2D-rotation matrix by an angle 2πQx:
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R(2πQx) =

 cos 2πQx sin 2πQx

− sin 2πQx cos 2πQx

 , (2.14)

and L−1(s) and L(s) are known as the normalisation matrices:

L−1(s) =


1√
βx(s)

0

αx(s)√
βx(s)

√
βx(s)

 , L(s) =


√
βx(s) 0

− α(s)√
β(s)

1√
βx(s)

 . (2.15)

In the normalised phase space, the elliptical surfaces of section from Fig. 2.2

become circles as shown in Fig. 2.3. Furthermore, the Courant-Snyder invariant is

now given by,

A2
x = X2 +X ′2. (2.16)

(a) s = 0m (b) s = 221m

Figure 2.3: Turn-by-turn evolution (skyblue) of an initial condition in normalised
phase space at two different SPS locations. The numbers indicate the turn number.

Finally, the difference equation for X⃗ = [X,X ′]T after k turns can be easily

computed using de Moivre’s formula:

X⃗n+k = Rk(2πQx)X⃗n = R(2πQxk)X⃗n. (2.17)
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2.2.4 Chromaticity

So far, our discussion has been restricted to particles with reference momentum p0.

In reality, a given particle i has momentum pi = p0(1 + δi), where δ (or ∆p/p) is the

relative momentum offset. A particle with δi ̸= 0 has a different magnetic rigidity and

experiences a different kick when passing through a magnet in the lattice. Among

other effects, the different kicks result in a different betatron tune Qx,i, which is given

by,

Qx,i = Qx +Q′
x · δ +O(δ2) , with Q′

x =
∂Qx

∂δ

∣∣∣∣
δ=0

, (2.18)

where Q′
x is the chromaticity of the lattice, and can be computed numerically with

MADX.

2.2.5 Emittance

For a particle ensemble, it is useful to the define the emittance ϵx as the area occupied

by the ensemble in phase space. Under conservative forces and no acceleration, the

emittance is a conserved quantity. In practice, the emittance is typically characterised

by its root-mean-squared (rms) estimation ϵx,rms, which is given by,

ϵx,rms =
√

det{Cov(x, x′)} =
√
V ar(X)V ar(X ′)}, (2.19)

where Cov(a, b) and V ar(a) are the covariance matrix of a, b and the variance of a,

respectively.

2.2.6 Transverse resonance

Stable motion can be disrupted by magnetic perturbations that excite resonant be-

haviour. Resonances are a characteristic phenomenon of oscillating systems: when

a periodic perturbation’s frequency matches the system’s eigenfrequency, a coherent

excitation builds up over time. In a synchrotron, the distribution of magnetic pertur-

bations can be in harmony with a particle’s transverse oscillations, causing kicks to

add up over many turns. For example, Fig 2.4 illustrates the excitation of an integer

resonance due to a dipole error. Since the particle’s tune Qx,i is close to an integer,

the perturbation results in a turn-by-turn increase of Ax.

Typically, the lattice is designed to minimise resonant behaviour, keeping the

beam stably circulating inside the beam pipe.
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(a) Resonant, Qx,i = n, with n ∈ Z (b) Non-resonant, Qx,i ̸= n, with n ∈ Z

Figure 2.4: Turn-by-turn evolution of a particle in normalised phase space when the
lattice contains a single dipole error of normalised strength d = 1m1/2 (simulated
in python). The arrows show the turn-by-turn kick ∆X ′ = d. The particle’s initial

condition is X⃗0 = [1, 0]T .

2.3 1/3-integer resonance

We now explore the theory of the 1/3-integer (third-order) resonance, which is produc-

tively employed in resonant slow extraction to eject the beam from the synchrotron

over hundreds-to-thousands of turns. This theory is extensively described in [34] [19].

2.3.1 Sextupole magnet

The 1/3-integer resonance can be driven by sextupolar fields. A horizontal sextupole

magnet generates transverse magnetic fields Bx, By given by,

Bx =
∂2By

∂x2

∣∣∣∣
x=0,y=0

xy, (2.20)

By =
1

2

∂2By

∂x2

∣∣∣∣
x=0,y=0

(x2 − y2). (2.21)

Under the thin-lens approximation, the effect of a sextupole can be expressed as

follows in normalised coordinates:

∆X = 0, ∆X ′ = S(X2 − βy
βx
Y 2), (2.22)

∆Y = 0, ∆Y ′ = −2S
βy
βx
XY, (2.23)
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where S is the normalised sextupole strength:

S =
1

2
β3/2
x K2L, (2.24)

where L is the sextupole length and K2 is the sextupole component given by,

K2 =
1

Bρ

∂2By

∂x2

∣∣∣∣
x=0,y=0

. (2.25)

Equation 2.23 shows that a sextupole couples the X, Y motions. However, for

horizontal extraction systems, the sextupole is located in a region where βy/βx is small

and the vertical contribution to the extraction dynamics can typically be ignored.

Then, the difference equation for X⃗ in a linear lattice with a single thin sextupole

may be written as,

X⃗n+1 = R(2πQx,i)

{
X⃗n + S

[
0
X2

n

]}
(2.26)

where Qx,i is computed using Eq. 2.18 to first order.

When a lattice has more than one sextupole, the magnitude S and phase µ of an

equivalent virtual sextupole (resonance-driving term) can be computed as,

S2 = [
∑
j

Sj sin(3µx,j)]
2 + [

∑
j

Sj cos(3µx,j)]
2 (2.27)

tan(3µ) =

∑
j Sj sin(3µx,j)∑
j Sj cos(3µx,j)

, (2.28)

where the sum is performed over all sextupoles in the lattice.

Figure 2.5 shows the normalised-phase-space orbit of a particle following the map

from Eq. 2.26. When the particle’s tune is equal to n/3 with n ∈ Z the sextupolar

kicks add coherently; when the particle’s tune is not n/3, the kicks end up cancelling

out when summed over several turns. Notice that the addition of kicks for the 1/3-

integer resonance is more subtle than in the case of the integer resonance (Fig. 2.4),

as the net increase in Ax is only visible after three turns. Regardless, the resonant

particle will grow in amplitude until it is likely loss somewhere along the synchrotron

aperture.
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(a) Resonant, Qx = n
3 , with n ∈ Z (b) Non-resonant, Qx ̸= n

3 , with n ∈ Z

Figure 2.5: Turn-by-turn evolution of a particle in normalised phase space when
the lattice contains a single sextupole error of normalised strength S = 0.5m−1/2

(simulated in python). The arrows show the turn-by-turn kick ∆X ′ = SX2.

2.3.2 Three-turn formalism

Consider a particle with betatron tune given by,

Qx,i = m± 1

3
+ ∆Q, for m ∈ N+, (2.29)

where |∆Q| = |Qx − n
3
+ Q′ · δi| << 1 for some n ∈ Z. Then, the fractional part of

Qx,i is close to 1/3 (or 2/3) and 3 · Qx,i is close to an integer. For a purely linear

lattice, the change in X⃗ after three turns ∆X⃗3 can be computed using Eq. 2.17 and

is given by,

X⃗3 = R(6πQx,i)X⃗0 = I ·R(6π∆Q)X⃗0 =

(
I +

[
0 6π∆Q

−6π∆Q 0

])
X⃗0 +O(∆Q2),

(2.30)

∆X⃗3 = 6π

[
0 ∆Q

−∆Q 0

]
X⃗0 +O(∆Q2), (2.31)

where I is the identity matrix. When a single thin-sextupole is introduced, the same

procedure can be applied to Eq. 2.26, which adds a quadratic term (underlined below)

to Eq. 2.31:

∆X⃗3 = 6π

[
0 ∆Q

−∆Q 0

]
X⃗0+

3S

4

[
2X0X

′
0

X2
0 −X ′2

0

]
+O(∆Q2, X2) (2.32)

Since the slow-extraction dynamics are typically much slower than three turns,

one may take the three-turn time T3n as the fundamental unit of time and convert
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the difference equation in Eq. 2.32 into differential equations (excluding higher-order

terms):

dX

d(T3n)
= 6π∆QX ′ +

3

2
SXX ′ (2.33)

dX ′

d(T3n)
= −6π∆QX +

3

4
S(X2 −X ′2), (2.34)

which can be derived from the Kobayashi Hamiltonian [35] H3n:

H3n =
6π∆Q

2
(X2 +X ′2) +

S

4
(3XX ′2 −X3), (2.35)

using Hamilton’s equations:

dX

d(T3n)
=
∂H3n

∂X ′ (2.36)

dX ′

d(T3n)
= −∂H3n

∂X
. (2.37)

This procedure has ‘smoothed out’ the equations describing the dynamical system,

which makes them more amenable to analytical manipulations.

2.3.3 The stable and unstable regions

For a given tune distance ∆Q, it can be shown that the Kobayashi Hamiltonian from

Eq. 2.35 factorises into three straight lines when H3n = (4π∆Q)3/S2. These three

straight trajectories are known as separatrices and split normalised phase space into a

stable triangular region and an unstable region that surrounds it, as shown in Fig. 2.6.

Particles in the stable region perform bounded periodic motion, while particles in the

unstable region grow in normalised amplitude along three of the six separatrix arms.

Figure 2.6 shows that as |∆Q| is reduced, the size of the stable region decreases.

The stable area will eventually disappear altogether when ∆Q = 0. More precisely,

the limiting triangle can be shown to have an area in phase space that is given by

Area =
48
√
3π

S2
(∆Q)2π. (2.38)

If one starts with a linear lattice and the sextupole is turned on adiabatically,

normalised-phase-space trajectories for particles near the origin will deform from cir-

cles to the new configuration shown in Fig. 2.6, preserving the enclosed area. There-

fore, one may equate the area of the triangle to the area enclosed by a trajectory in
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(a) Large |∆Q|. (b) Small |∆Q|.

Figure 2.6: Kobayashi-Hamiltonian contours, showing the normalised phase space
near the 1/3-integer resonance. The separatrices (pink) trace out a triangular region,
with the black arrows indicating the direction of motion along each arm.

a linear lattice (Area = A2
xπ) to find the limiting normalised amplitude:

Ax = (48
√
3π)1/2

∆Q

S
. (2.39)

This equation defines the boundary between stable and unstable motion in (∆Q,Ax)-

space and can be visualised using the Steinbach diagram as shown in Fig. 2.7.

Figure 2.7: Stability diagram near the 1/3-integer resonance in (∆Q,Ax)-space, often
referred to as the ‘Steinbach diagram’. Particle a is unstable, while particles b and c
are stable because they have a larger |∆Q| and smaller Ax, respectively.
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2.3.4 Extraction with a septum magnet

It has been demonstrated that Ax growth can be excited using a sextupole magnet,

and that the boundary between stability and instability can be described in terms

of controllable parameters, namely S and ∆Q. By varying these parameters over

time, stable trajectories can be made unstable, pushing particles into resonance in a

predictable fashion. That is essentially how slow extraction is performed.

Still, a final element is required to successfully extract the beam out of the syn-

chrotron: a septum magnet. A septum is a magnet with thin wires that split the

beam pipe into two regions: a zero-field region where the circulating beam passes un-

perturbed, and a high-field region where large-amplitude particles are kicked towards

the extraction channel. The septum is located in a favorable s-location in the ring, so

that the wires become the first aperture restriction encountered by unstable particles.

Figure 2.8 shows the normalised phase space at the septum location for five un-

stable particles about to be extracted. Particles hop from the neighbourhood of one

separatrix arm to another, gaining enough amplitude in their last three turns to jump

over the septum wires into the high-field region. A few percent of the particles may

impinge in the septum wires and get lost.

For the idealised case where the septum blade has zero thickness and zero length,

the septum can be modelled as follows:{
keep tracking, if Xi < Xseptum

extract, if Xi ≥ Xseptum,
(2.40)

where Xseptum = xseptum/
√
βx,septum is the normalised aperture restriction, with

xseptum representing the wires’ distance from the reference orbit and βx,septum is the

horizontal beta-function at the septum location.

2.4 Longitudinal dynamics

The reference particle, which follows the reference orbit and has design momentum

p0, has a revolution frequency f0. Another particle i will have relative momentum

offset δi = (pi−p0)/p0 and relative time-of-arrival τ with respect to the moving frame

established by the reference particle.
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Figure 2.8: Turn-by-turn evolution of particles in normalised phase space at the
septum location (simulated in henontrack). Five particles (each in a different color)
gain amplitude over three turns due to the sextupole kicks. In this particular setup the
fractional part of Qx is 2

3
, so particles rotate clockwise by 240 degrees each turn. The

blue contours and the pink separatrices show the underlying Kobayashi Hamiltonian,
and the vertical grey band represents the septum wires.

2.4.1 RF cavity

In synchrotrons, acceleration is performed by employing sinusoidally time-varying

electric fields provided by RF cavities. The voltage provided by the accelerating

mode of an RF cavity can be modelled as

V (t) = V0 sin(2πfRF t+ θ), (2.41)

where fRF is the RF frequency and θ is the initial RF phase. For a cavity whose

frequency is a multiple of f0, one may write the turn-by-turn evolution of δ for a

given particle i as (in thin-lens approximation),

δn+1,i = δn,i +
eV0
β2
rE

sin(ϕn,i + θ), (2.42)

where ϕn,i = 2πhf0τn,i is the particle’s phase, h is the RF-cavity harmonic number,

βr is the relativistic speed-factor and E is the reference-particle’s energy.

For an RF cavity with arbitrary frequency, θ will slip with respect to the reference

particle and become turn-by-turn dependent,
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θn+1 = [θn + 2π
fRF

f0
] mod 2π, (2.43)

where [a] mod b is the modulo operation, which returns the remainder of dividing a

by b.

If a ring has several RF cavities operated at the same frequency (and the de-

lay between consecutive cavities is synchronised to the reference particle), one may

compute a virtual RF cavity whose voltage V0 and initial phase ϕ are given by,

V 2
0 = [

∑
j

V0,j sin θj]
2 + [

∑
j

V0,j cos θj]
2 (2.44)

tan(θ) =

∑
j V0,j sin θj∑
j V0,j cos θj

, (2.45)

where the sum is performed over all cavities in the ring.

2.4.2 Time slippage

An off-momentum particle (δ ̸= 0) follows a different-length path along the acceler-

ator, as the kicks from the lattice magnets are different from those applied to the

reference particle. Furthermore, the speed along the trajectory is also different due

to the different momentum. These two factors result in a revolution frequency fi that

differs from the reference f0:

fi = f0[1− ηδ +O(δ2)], with η = − 1

f0

∂f

∂δ

∣∣∣∣
δ=0

, (2.46)

where η is known as the slippage factor of the lattice, and can be obtained numerically

with MADX. As a consequence of this frequency difference, a particle i will slip in

time-of-arrival with respect to the reference particle:

τn+1,i = τn,i −
η

f0
δn,i. (2.47)

2.4.3 Longitudinal phase space

The 2-tuple (τ, δ) can be represented in longitudinal phase space. Since the relevant

dynamics are typically slow compared to the reference period T = 1/f0, one may

choose T as the fundamental unit of time and convert the difference equations in

Eqs. 2.47 2.42 into the following differential equations:
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dτ

dT
= −ηδ (2.48)

dδ

dT
=
eV0f0
β2E

sin(2πhf0τ + θ), (2.49)

which can be derived from a Hamiltonian HT if one chooses the canonical coordinate

pair (τ, β2Eδ) :

HT = − η

2β2E
(β2Eδ)2 +

eV0
2πh

cos(2πhf0τ + θ), (2.50)

using Hamilton’s equations:

dτ

dT
=

∂HT

∂(β2Eδ)
(2.51)

d(β2Eδ)

dT
= −∂HT

∂τ
. (2.52)

HT ’s contour lines are shown in Fig. 2.9. The trajectory with value HT =

−sign(η) · eV0/2πh traces a separatrix, which splits longitudinal phase space into

a region of periodic motion (the bucket) and two regions of non-periodic motion (one

above and one below the bucket).

2.4.4 Accelerating bucket

In order to represent acceleration (or deceleration), we now introduce an additional

term (underlined below) to the Hamiltonian in Eq. 2.50:

HT = − η

2β2E
(β2Eδ)2 +

eV0
2πh

[cos(2πhf0τ + θ)+2πhf0Γτ ], (2.53)

where ∆E = eV0Γ = eV0 sinϕs is the energy-change per turn and ϕs is the stable

phase. This yields a new differential equation for the evolution of δ:

dδ

dT
=
eV0f0
β2E

sin(2πhf0τ + θ) +
eV0f0
β2E

Γ. (2.54)

The corresponding difference equation can be computed to be:

δn+1,i = δn,i +
eV0
β2E

sin(2πhf0τi + θ) +
∆Ei

β2E
, with ∆Ei = eV0Γ (2.55)

The new Hamiltonian contours are shown in Fig. 2.10. The two non-periodic

regions are now connected by a ‘channel’ of trajectories. A particle may travel from

below to above the bucket (or vice versa during deceleration) by following the channel.
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Figure 2.9: Stationary buckets, Hamiltonian contours in longitudinal phase space.
The pink dashed lines trace out the separatrices and the quantities in square brackets
indicate the units for each axis, where [1] refers to a unitless quantity.

The half-height of the bucket δ̂bucket (often simply called ‘the bucket height’) is

given by,

δ̂bucket = 2

√
eV0

2πβ2Eh|η|
Y (Γ), (2.56)

where Y (Γ) ∈ [0, 1] for Γ ∈ [0, 1] is the monotonically-decreasing bucket-height factor

that can be found tabulated in [28]. If one now performs the normalisation given by

(τ, δ) → (τfRF , δ/δ̂bucket) the variation in bucket height and bucket length are removed

and the longitudinal topology can be fully parametrised in terms of Γ, as shown in

Fig. 2.11. In this normalised space, changes in Γ can be interpreted as trading bucket

area for channel area. Two limiting cases can be identified: when Γ = 0, the bucket

area is maximal and the channel width is zero; when Γ = 1 the bucket area is zero

and the channel width is maximal.

In a typical acceleration scheme (the bucket lift), particles are located inside the

accelerating bucket, while Bρ is ramped synchronously. The larger the Γ the bigger

the energy-gain per turn, but the smaller the bucket area.
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Figure 2.10: Accelerating buckets, Hamiltonian contours in longitudinal phase space.
The pink dashed lines trace out the separatrices and the quantities in square brackets
indicate the units for each axis, where [1] refers to a unitless quantity. The non-
periodic motion below the bucket connects to the non-periodic motion above the
bucket through ‘channels’ between consecutive buckets. The black dots show two
particle trajectories (simulated in henontrack): one executes periodic motion; the
other one channels from below to above the bucket.

2.5 Phase displacement

The trajectories previously shown in Fig. 2.10 reveal an additional means of acceler-

ating the beam: particles starting below the bucket will eventually flow through the

channel into the region above the bucket, gaining energy in the process. This method

is called phase-displacement acceleration and was used in the Intersecting Storage

Rings (ISR) as the nominal acceleration scheme [36].

Unlike the bucket lift, phase displacement is an unstable acceleration scheme, as

particles can only traverse the channel once. As they move from below to above the

bucket, they experience a total energy gain equal to [37],

∆E = A0f0α(Γ), with A0 = 16

√
2πβ2EeV

h|η|
, (2.57)

where α(Γ) ∈ [0, 1] for Γ ∈ [0, 1] is the monotonically-decreasing bucket-area factor
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(a) Γ = 0 (b) Γ = 0.2

(c) Γ = 0.4 (d) Γ = 0.9

Figure 2.11: Accelerating buckets, Hamiltonian contours in normalised longitudinal
space (τfRF , δ/δ̂bucket). As the stable-phase sine (Γ = sinϕs) is varied from 0 to 1, the
bucket area shrinks and the channel width between consecutive buckets increases.

that can be found tabulated in [28].

Figure 2.12 shows the turn-by-turn energy gain ∆Ei of a particle i undergoing

phase displacement. In the beginning, the magnitude of the frequency difference

|∆fi| = |fi − fRF |/h between the particle and the RF cavity is large. Therefore, ∆Ei

oscillates as the particle pseudo-randomly samples different voltages along the RF

waveform. Then, the particle’s fi approaches fRF/h (either by changing fi or fRF )

and |∆fi| becomes small. During this time, the particle consecutively receives kicks

near the RF-waveform crest and ∆Ei rapidly increases. Finally, as fi moves away

from fRF/h, the resonant behaviour ceases and acceleration stops.

In order to sustain acceleration for long periods of time, one may repeatedly apply

27



the process by momentarily setting V0 = 0 and changing fRF such that ∆fi is reset

to its initial value. Because of voltage limitations and the beam’s large momentum

spread, the ISR was operated by performing 184 bucket traversals over a period of

20 minutes to get the beam from an injection energy of 26.5GeV to a flattop energy

of 31.4GeV [36].

Figure 2.12: Energy gain ∆Ei and frequency difference ∆fi vs. turn number, for
a particle i undergoing phase-displacement acceleration (simulated in henontrack).
When |∆fi| is small, the RF kicks coherently add up, rapidly accelerating the particle.
The black horizontal line shows the energy gain expected from the theory.

2.5.1 Reflection from a potential well

A helpful representation of phase displacement can be obtained by looking at tra-

jectories in a potential-energy diagram. First, one splits the Hamiltonian HT from

Eq. 2.53 into a kinetic term K and a potential term U as follows (with θ = 0 without

loss of generality),

K = −sign(η) · ηβ
2E

2
δ2 (2.58)

U = sign(η) · eV0
2πh

[cosϕ+ Γϕ] (2.59)

H ′ = K + U, (2.60)

where H ′ = sign(η) · HT represents the ‘total energy’ of a given particle, and the

multiplication by sign(η) is needed to enforce the convention that peaks/troughs in

U correspond to unstable/stable fixed points both below and above transition.
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Now, one may produce a potential-energy diagram like the one shown in Fig. 2.13.

Periodic motion inside the bucket occurs when a trajectory’s H ′-value is small enough

to be trapped in a potential well, reflecting back and forth between two potential walls.

Non-periodic motion occurs when a trajectory’s H ′-value is large enough to overcome

one of the potential walls after having been reflected. For the latter motion, phase

displacement is precisely the process of reflecting against the potential wall, before

drifting in the opposite ϕ-direction.

Figure 2.13: Schematic of potential-energy (U) diagram for accelerating bucket, show-
ing the ‘total energy’ (H ′) v. relative phase (ϕ). The horizontal lines show two particle
trajectories: periodic motion (red) and reflection from the potential wall (black). This
reflection is a representation of phase displacement.

2.5.2 Effect on a particle ensemble

Liouville’s theorem states that for a Hamiltonian system the density of system points

in the vicinity of a given system point traveling through phase space is constant with

time [38] [39]. Informally speaking, the beam distribution behaves like an incom-

pressible fluid in phase space. This theorem can be used to understand how the

phase-displacement phenomenon affects an ensemble of particles.

For simplicity, let us assume the beam starts uniformly distributed in longitudinal

phase space. Therefore, it occupies an area given by its length times its height.

Figure 2.14 shows a tracking simulation of phase displacement. As the RF frequency

is brought close to a harmonic of the beam’s revolution frequency, empty buckets

approach the waiting particle stack. Since the separatrix encloses the bucket area,
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particles that start outside the bucket can never enter the bucket. Thus, the empty

buckets act as obstructions in phase space, which must be circumvented by the beam.

As a consequence, particles below the bucket are forced to travel up the channel.

Figure 2.14: Phase displacement in longitudinal phase space for a particle ensemble
(sky-blue), simulated in henontrack. The subplots show the phase space before (left),
during (centre) and after (right) the manipulation. The buckets (black) are displaced
down and through the beam, which cause particles to be displaced up. The process
is analogous to submerging two bucket-shaped objects (black) into a fluid (sky-blue)
resting in a container (straight black lines).

In short, the behaviour is analogous to what would happen if a bucket-shaped

object were submerged into a pool of incompressible fluid (e.g. water): the electric

forces from the RF cavity move the beam towards larger δ in phase space. From this

interpretation, the expression for the energy-gain quoted in Eq. 2.57 can be intuitively

understood: as the buckets traverse the beam, they cause a net displacement equal

to their area.
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Chapter 3

Empty-bucket channelling in the
CERN SPS

The CERN SPS is a 7 km synchrotron capable of accelerating proton and ion beams

up to an energy of 450GeV. For the SPS Fixed-Target (SFT) cycle, the SPS receives

beam from the PS at 14GeV, which is accelerated to an extraction energy of 400GeV.

Then, a stable spill of 4×1013 protons is slow extracted over 4.8 s into Transfer Tunnel

20 (TT20). Finally, the protons are transported to the various targets located in the

North Area (NA) along several transfer lines. A schematic of the path followed by the

SFT beam is shown in Fig. 3.1. The ECN3 hall is the present location of the North

Area 62 (NA62) experiment (Chap. 5). It is also the potential future location of the

‘Search for Hidden Particles’ (SHiP) (Chap. 4) or the HIKE/SHADOWS (Chap. 5)

experiments.

Figure 3.1: Schematic of the CERN SPS and the North Area transfer lines. The
dashed black line schematically shows the path followed by the SFT beam to reach
the ECN3 hall.
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3.1 SPS Fixed-Target cycle

In order to achieve a 4.8 s spill, the SPS utilises 1/3-integer-resonance slow extraction.

The necessary theory to understand the extraction has been discussed in Chap. 2.

The key machine and beam parameters of the SFT cycle are compiled in Table 3.1.

Unless mentioned otherwise, this thesis will employ these parameters as a reference.

Quantity Symbol Value

Initial reference momentum p(0) 400GeV/c
Reference betatron tune Qx 80/3
Chromaticity Q′ -26.67
Virtual-sextupole strength S 170m−1/2

Reference revolution frequency f0 43.375 kHz
Slippage factor η 1.84× 10−3

Maximum virtual-RF voltage V0 7MV (1.4MV)
Rf-cavity harmonic h 4620 (18480)
R.m.s. emittance (Gaussian) ϵx,rms 1.88× 10−2mmmrad

Full momentum-width (Uniform) δ̂beam 3× 10−3

R.m.s. momentum stop-band δ̂stopband,rms 5.4× 10−5

R.m.s. extracted momentum δ̂outrms 4× 10−5

R.m.s. separatrix (radial) length loutrms 3.1× 10−4m1/2

R.m.s. separatrix (azimuthal) width wout
rms 0.98× 10−4m1/2

R.m.s. extracted emittance ϵoutx,rms 3.1× 10−2mmmrad

Table 3.1: SFT-cycle parameters. The properties of the main RF-system are listed
first, and the properties of the auxiliary RF system are shown in parentheses. More
details about these parameters can be found throughout this chapter. In particular,
the r.m.s. momentum stop-band quantifies the relative momentum spread of the
portion of the beam that is resonant at any given moment during slow extraction.

3.1.1 Transverse aspects

The SFT beam is extracted from the SPS with the help of the electrostatic septum

(ZS), which is located in Long Straight Section 2 (LSS2). The horizontal optics in

LSS2 are shown in Fig. 3.2, where the ZS location and the virtual-sextupole location

have been highlighted. The virtual-sextupole magnitude and phase can be computed

using Eq. 2.28. As shown in Fig. 3.3, the SPS uses four sextupoles to achieve the

nominal value of S = 170m−1/2. The phase advance of such sextupoles has been

chosen so that their individual strengths Sj add up coherently when computing the

effective term S. The rest of Sj contributions come from other magnets such as
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chromatic sextupoles. Their contributions are small and quasi-uniformly distributed

along the lattice, essentially vanishing when computing the total S.

Figure 3.2: Horizontal beta-function βx along Long Straight Section 2 (LSS2) as a
function of physical distance s and horizontal phase advance µx. The locations of
the virtual sextupole and the entrance of the electrostatic septum (ZS) have been
highlighted with vertical lines.

Figure 3.3: Normalised-sextupole strengths Sj for all magnets in the SPS ring, shown
in a polar plot with respect to 3µx (modulo 2π). The virtual-sextupole strength S
is the phasor sum of all Sj. The location of the entrance of the electrostatic septum
(ZS) has been highlighted.

Figure 3.4 shows the normalised phase space at the ZS during slow extraction,

where its thin wires separate the beam pipe into two regions: a zero-field region
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where the circulated beam passes unperturbed, and a high-field region where large-

amplitude particles are kicked towards TT20. The ZS wires are made out of NbTi and

have a thickness of 500µm [40]. During slow extraction, some particles (∼ 3% [41])

are lost in the thin wires, leading to equipment activation and equipment aging. It

is critical to keep these losses as low as possible, which is primarily achieved by

optimising the optics, the sextupole strengths and the alignment between the beam

and the septum.

Figure 3.4: Normalised phase space at the electrostatic septum (ZS) during the SPS
slow extraction (simulated in henontrack). The grey vertical line represents the wires
of the ZS, the light blue dots show particle trajectories, and the fuchsia dots show
the coordinates of extracted particles integrated throughout the entire spill.

3.1.2 Longitudinal aspects

The SPS is equipped with six h = 4620 cavities and two h = 4 × 4620 = 18480

cavities [42]. The former are often referred to as ‘the 200MHz system’ and can provide

a combined V0 of up to 7MV, while the latter are referred to as ‘the 800MHz system’

and can provide a combined voltage V0 of up to 1.4MV. During beam acceleration,

the 200MHz system is the main RF system, bunching the beam at intervals of 5 ns.

When the beam arrives to flattop and before extraction, an RF manipulation

known as ‘bunch rotation’ or ‘phase jump’ is performed with the aim of increasing

the beam’s momentum spread δ̂beam. A larger momentum spread leads to a larger

tune spread (dQ = Q′ · dδ), which makes the slow extraction process more robust to

errors/perturbations on the betatron tune. Bunch rotation is illustrated in Fig. 3.5

and can be described as follows:
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1. Arrival at flattop: The beam starts bunched inside the RF buckets (Fig. 3.5a).

Individual particles perform stable oscillations around the stable fixed point.

2. Phase jump: The RF-waveform phase is rapidly shifted by 180 degrees, moving

bunches near the unstable fixed point. Particle trajectories now follow the

bucket separatrix and the beam-momentum spread is stretched (Fig. 3.5b).

3. Re-phasing & bunch rotation: The RF phase is shifted back by 180 degrees,

bringing the stretched bunches back to stable motion. The bunches are not

matched to the bucket anymore, so the momentum and time distributions vary

over time (Fig. 3.5c).

4. De-bunching: The RF voltage is switched off when the bunches are ‘up-right’,

i.e. the momentum spread is maximal and the time spread is minimal. The

beam de-bunches until it covers the entire length of the synchrotron (Fig. 3.5d).

After bunch rotation has been performed and the RF has been switched off, one

waits a few-hundred milliseconds for the beam to coast freely and cover the full length

of the SPS ring. At this point, the SFT beam is ready to be extracted.

3.1.3 Constant-Optics Slow Extraction

The method employed to slow extract the SFT beam is known as Constant-Optics

Slow Extraction (COSE) [43]. In COSE, the machine’s beam rigidity Bρ is slowly

varied as a function of time, so that the reference momentum p0 changes accordingly.

Since all magnetic fields in the lattice are varied with Bρ, all resonant particles ‘see’

the same optics as the resonant tune is swept. This eliminates the linear and non-

linear chromatic perturbations that are present in a ‘conventional’ quadrupole sweep.

Then, a particle’s betatron tune Qx,i evolves as follows:

Qx,i(t) =
80

3
+ ∆Q(t) =

80

3
+Q′ · δ(t) = 80

3
+Q′

[
pi
p0(t)

− 1

]
, (3.1)

and will eventually become resonant when |∆Q| becomes small enough. Notice that

the tune distance is reduced by changing the reference momentum p0 and not the

particle’s physical momentum pi, so no actual acceleration occurs. In the SPS, the

initial-beam distribution has δ > 0 and p0 is increased (magnetic fields are ramped

up) to extract the beam, but one may equally start with δ < 0 and decrease p0

(magnetic fields are ramped down).
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(a) Arrival at flattop (b) Phase jump

(c) Re-phasing & bunch rotation (d) De-bunching

Figure 3.5: SPS bunch rotation in longitudinal phase space (simulated in henontrack).
The different stages of the RF manipulation are shown in different subplots. For each
subplot the pink dashed lines illustrate the underlying RF bucket, the light-blue dots
show particles at the start of the time period, and the fuchsia dots show the particles
at the end of the time period. The marginal probability distributions are projected
onto the τ · fRF and δ axes.

In order to perform COSE, multipolar strengthsKn remain unchanged by ramping

all magnetic components Bn according to the following programme:

Bn(t) = Bρ(t)Kn =
p0(t)

e
Kn, with Bn =

∂nBy

∂xn

∣∣∣∣
x=0,y=0

. (3.2)

The momentum programme employed operationally before this thesis is shown in

Fig. 3.6 and can be expressed as,

p0(t) = p(0) + λt+
∑
j

aj sin(2πfjt+ ϕj), for t ∈ [0, Ts], (3.3)

where p(0) is the initial reference momentum, λ is the linear ramp rate, Ts is the spill
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length, and aj, fj, ϕj are the j-th higher-order-correction amplitude, frequency and

phase, respectively. For the SFT cycle, the relationship p(0) >> λt >> aj holds for

t ∈ [0, Ts], as the relative beam-momentum spread is small (∼ 0.3%) . The linear term

is the ‘main contribution’, while the sinusoidal terms compensate for slowly varying

non-uniformities in the beam-momentum distribution. In the SPS, the feed-forward

program known as AutoSpill [44] is used to calculate the higher-order corrections,

up to a maximum frequency of 25Hz. Only the reproducible non-uniformities can

be corrected, since cycle-to-cycle variations cannot be addressed using a feed-forward

system.

Figure 3.6: Momentum programme during flattop for SFT cycle.

3.1.4 Momentum stop-band

COSE can be illustrated in a Steinbach diagram as shown in Fig. 3.7. For a given

normalised amplitude Ax, the unstable region has a given width δ̂stopband, called the

momentum stop-band width. This width can be related to Ax in terms of the machine

parameters by means of Eq. 2.39 as follows:

δ̂stopband =
1

(48
√
3π)1/2

S

Q′Ax. (3.4)

If one chooses Ax such that the area enclosed by the single-particle phase-space

trajectory is equated to the beam’s ϵx,rms (i.e. A2
xπ = ϵx,rmsπ), the ‘root-mean-

squared’ stop-band width δ̂stopband,rms may be computed for the SPS:

δ̂stopband,rms =
1

(48
√
3π)1/2

S

Q′
√
ϵx,rms = 5.4× 10−5. (3.5)
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Figure 3.7: Steinbach-diagram illustration of COSE. The horizontal arrow indicates
that the beam (brown) is pushed from the stable region (blue) into the unstable region
(fuchsia). The red band indicates the strip of particles that is resonant at a given
instant. The momentum spread of such a strip is known as the r.m.s. momentum
stop-band.

This r.m.s. momentum stop-band width corresponds to the momentum spread of

particles that are simultaneously resonant during the slow extraction process (high-

lighted in red in Fig. 3.7). In other words, if one were to measure the momentum

spread of the extracted beam at any given moment, the value would approximately

be given by the r.m.s. momentum stop-band width. Since δ̂stopband,rms << δ̂beam for

the SPS, the extraction is almost purely chromatic (i.e. along the δ direction).

The quantity δ̂stopband,rms provides a useful visual tool to indicate the coupling

between transverse and longitudinal beam dynamics. As shown in Fig. 3.8, one may

draw a band of width δ̂stopband,rms and centre δres (such that Qx(δres) =
80
3
) to indicate

the extent and location of the unstable region in longitudinal phase space, implicitly

encapsulating the transverse dynamics.

3.2 Empty-bucket channelling

Empty-bucket channelling [16] is a phase-space manipulation that combines resonant

extraction with phase displacement. These two processes have been detailed inde-

pendently in Chap. 2. This section shows that the two manipulations can be applied

together for the current operational SPS system.
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(a) Longitudinal phase space (b) Steinbach diagram

(c) Normalised phase space

Figure 3.8: Bunched beam on the 1/3-integer resonance (simulated in henontrack).
The different subplots show how the unstable transverse region can be represented in
the longitudinal phase space. The Steinbach diagram connects the root-mean-squared
normalised amplitude Ax =

√
ϵx,rms to the root-mean-squared momentum stop-band

width δ̂stopband,rms.

3.2.1 ‘Accelerating bucket’ with COSE

Even though COSE does not produce a ‘real acceleration’ of particles, it does change

the reference energy. This results in a relative energy change per turn with respect

to the RF, which is enough for phase displacement to occur. Using Eq. 3.3 and

the differential relationship dE = βc · dp, the acceleration term in the longitudinal

equations of motion can be computed as follows:

dE = βc · dp = βc · d(p− p0) = −βc · dp0 (3.6)

∆E =

∫ 1/f0

0

dE

dt
dt = −βc

f0
λ+O(λ2) +O(aj), (3.7)
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where O(aj) refers to the high-order corrections provided by AutoSpill, listed in

Eq. 3.3. By comparing Eq. 3.7 to Eq. 2.55, one obtains the following relationship

between λ and Γ:

Γ = − βc

eV0f0
λ+O(λ2), (3.8)

which shows that, for a given ramp-rate λ, Γ may be adjusted by changing the RF-

cavity voltage V0. The minus sign indicates that when the magnetic fields are ramped

up/down, particles are effectively decelerated/accelerated with respect to the RF.

3.2.2 Concept

The goal in empty-bucket channelling is to align the momentum stop-band with the

phase-displacement channel, so that particles are extracted from the machine in the

middle of the phase-displacement procedure, as shown in Fig. 3.9.

This technique has two main effects:

1. Beam bunching: as particles gain amplitude, they occupy a limited region of

longitudinal phase space, constrained between empty buckets. When a particle

reaches the septum and leaves the ring, its longitudinal structure ‘freezes’, as it

no longer receives kicks from the RF1. This results in an extracted spill with a

strong bunched structure at the RF frequency. This phenomenon is studied in

detail in Chap. 4 for the provision of bunched beams.

2. Tune speed-up: during phase displacement, a particle’s revolution frequnecy is

resonant with fRF/h (see Sec. 2.5) and particles receive coherent voltage kicks

near the RF crest. Therefore, in empty-bucket channelling, particles about to

be extracted rapidly change their δi value. In a ring with chromaticity like

the SPS, this results in a rapid change in Qx,i since dQx,i = Q′ · dδi. This

phenomenon is studied in detail in Chap. 5 for spill-quality improvement.

3.2.3 Parametrisation

Three key normalised parameters can be identified when implementing empty-bucket

channelling (shown in Fig. 3.10):

1To be precise, the time structure changes along the transfer line, as particles with different
momenta follow different path lengths. However, this effect is negligible compared to the nanosecond-
scale bunch length produced by the RF.
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(a) Longitudinal phase space (b) Steinbach diagram

(c) Potential-energy diagram (d) Normalised phase space

Figure 3.9: Two particles undergoing empty-bucket channelling (simulated in henon-
track). The colours (blue to fuchsia) indicate the turn number. The transverse res-
onance (red) and the RF (black) are represented in different subplots for additional
visual aid.

• Bucket offset, ∆RF : It is given by ∆RF = (δRF − δres)/δ̂bucket, i.e. the offset

between the tune resonance δres and the bucket centre δRF , normalised to the

bucket height δ̂bucket. |∆RF | < 1 ensures that the transverse resonance overlaps

with the RF channel. As a convention, positive/negative ∆RF indicates that

the bucket is offset towards/away from the waiting beam.

• Channel width, Γ: It can be shown that the channel width at the bucket’s

midpoint can be approximated by
√

Γ/π when Γ << 1 [16] (see Fig. 3.10).

In other words, Γ controls the channel width, with larger/smaller Γ producing

wider/narrower channels.

• Resonance width, drms: It is given by drms = δ̂stopband,rms/δ̂bucket, i.e. the ratio of

the root-mean-squared momentum stop-band to the bucket height. If drms < 1,
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resonant particles fit within the RF channel.

Figure 3.10: Parametrisation of empty-bucket channelling illustrated in longitudinal
phase space, including a trajectory (grey) that reaches the resonant momentum (red).
The extracted bunch has a length σ. The position and momentum coordinates have
been normalised by the RF bucket height δ̂bucket and the RF frequency fRF , respec-
tively.

The three parameters ∆RF , Γ and drms have been defined so that they are unit-

less and somewhat insensitive to the specific characteristics of each synchrotron (e.g.

revolution frequency, RF voltage, sextupole strength...). In this way, if two different

synchrotrons were operated with the same ∆RF , Γ and drms one would expect the

behaviour of empty-bucket channelling to be comparable between the two machines.

Ultimately, however, simulations and measurements are necessary to study the full

dynamics of empty-bucket channelling for a given synchrotron.

3.2.4 Setup in the SPS

Figure 3.11 shows the longitudinal phase space during the setup and execution of

empty-bucket channelling in the SPS. The entire process can be summarised as fol-

lows:

1. RF Gymnastics: the beam arrives at flattop bunched. An additional frequency

offset is programmed on the RF frequency, ensuring that there is a gap between

42



the beam and the resonance to fit an empty bucket. For a given set of empty-

bucket channelling parameters (Γ,∆RF , drms), one can compute the necessary

momentum-gap δgap to be,

δgap = max{0, δ̂bucket · (1 + ∆RF )}. (3.9)

In other words, the beam is accelerated to a momentum that ensures that

δ0 ≥ δgap + δ̂beam. Then, the RF gymnastics (Sec. 3.1.2) are performed and the

RF voltage is switched off.

2. Jump to channelling: As the beam starts to debunch, the RF is moved to the

empty-bucket channelling frequency and voltage, with V0 computed from Eq. 3.8

for a given Γ and λ. No particles are captured in the process, thanks to the gap

opened in the previous step.

3. Start channelling: The reference momentum is ramped and the beam approaches

the resonance (in transverse phase space) and the RF channels (in longitudinal

phase space) simultaneously, with particles closer to the resonance performing

empty-bucket channelling first.

4. End channelling: p0 is swept through the beam momentum over the course of

Ts = 4.8 s, and all particles gradually undergo empty-bucket channelling until

the ring is emptied.

3.3 Simulation model: henontrack

Single-particle beam-dynamics simulations are crucial for slow-extraction studies. For

the SPS in particular, these tools have been extensively exploited to understand

the extracted phase space as well as the spill time structure [45] [46] [47]. For the

studies in this thesis, a unique challenge appears in the modelling front. On the

one hand, the SPS slow extraction takes O(105) turns, with millisecond-timescale

phenomena such as power-converter ripple being a core subject of study. On the

other hand, longitudinal manipulations such as empty-bucket channelling occur in

the sub-turn scale, requiring knowledge of the beam structure in the sub-nanosecond

timescale. This section develops a modelling methodology to address this challenge

efficiently, describing the custom-made python code henontrack [48] and showcasing

its capabilities.
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(a) RF gymnastics: full bucket is on
(pink) and empty bucket is off (blue).

(b) Jump to channelling: full bucket is off
(blue) and empty bucket is on (pink).

(c) Start channelling: empty bucket is on
(pink) and particles are pushed towards
resonance.

(d) End channelling.

Figure 3.11: Particles (grey) in longitudinal phase space during empty-bucket chan-
nelling in the SPS (simulated in henontrack). The different subplots show different
stages of the manipulation during the SFT cycle. Since the phase space is periodic in
fRF , particles’ time coordinate τ has been aliased into the domain τ ∈ [− 1

fRF
, 1
fRF

] for
visual purposes. The resonance stop-band is shown in red and the extracted particles
are plotted with fuchsia squares.

3.3.1 Map models

One can build a one-turn-map of a synchrotron using a difference equation of the

form:

Z⃗n+1,i =
∏
j

Mj ◦ Z⃗n,i, (3.10)

where Mj is a map that depends on the lattice parameters and Zn,i is the phase-

space state vector at turn n for particle i. In element-by-element tracking codes

such as MADX [33], each map Mj usually corresponds to a single magnet/RF cavity
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(or a slice thereof). However, it is also possible to construct maps that correspond

to ‘effective elements’, which lump several physical elements together. The latter

approach can help minimise computational time while still preserving the relevant

dynamics one is interested in modelling.

For example, previous studies in the SPS have demonstrated that an effective-map

approach with Z = [X,X ′, δ]T can be successfully used to model the effect of power-

converter ripple on the slow-extracted intensity [49]. The model is schematically

shown in Fig. 3.12, where all parameters can be varied with the turn number n. The

effect of all resonant sextupoles is encapsulated in a single virtual sextupole with

strength S using Eq. 2.28, and the linear one-turn mapping is characterised by the

global quantities Q,Q′, which are calculated numerically with MADX.

p0-ramp; p0 (Eq. 3.3) Sextupole; S (Eq. 2.26)

Linear, Q,Q′ (Eqs. 2.26 2.18)Septum; Xseptum (Eq. 2.40)

n→ n+ 1

n

Z⃗0 = [X,X ′, δ]TXn ≥ Xseptum

Figure 3.12: Schematic of SPS simulation model used in [49]

Using this approach, the 1500 elements of the SPS lattice are collapsed into four

effective elements. Most importantly, the results show good agreement with both

measurement and MADX simulations [49]. Thus, the model provides a computation-

ally light-weight procedure to assess spill quality.

3.3.2 SPS model

Taking the model from the previous section as a starting point, an extended model

was developed exclusively for the studies in this thesis. The model has been packaged

into a python module named henontrack [48].

Henontrack performs single-particle-dynamics simulations in 2 degrees of freedom:

normalised phase space and longitudinal phase space. The single-particle state vector

for particle i at turn n is given by Z⃗n,i = [X,X ′, τ, δ]T . Fig. 3.13 shows the extended

model, where the effect of all RF cavities is encapsulated in a single virtual RF cavity

of effective voltage V0 using Eq. 2.45. The linear one-turn mapping now also includes

the time slippage characterised by η, which is calculated numerically with MADX.
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By incorporating the longitudinal motion, the model can be used to study MHz-GHz

bunch structure, as well as the Hz-kHz spill structure.

RF+p0-ramp; V0, fRF , p0 (Eq. 3.3) Sextupole; S (Eq. 2.26)

Linear, Q,Q′, η (Eqs. 2.26 2.18 2.47)Septum; Xseptum (Eq. 2.40)

n→ n+ 1

n

Z⃗0 = [X,X ′, τ, δ]TXn ≥ Xseptum

Figure 3.13: Schematic of SPS simulation model employed in this thesis

3.3.3 Further computational speed-up

The model provided above already provides substantial computational speed-up with

respect to element-by-element tracking (at the cost of accuracy, of course). Still, two

additional architectural features were implemented to further reduce the simulation

time.

The first strategy was to develop a generic framework that allows python scripts

to be run in CERN’s parallel computing cluster, HTCondor. A schematic of the

dataflow in shown in Fig. 3.14. Essentially, one defines the main script, which can

take a variety of parameters as inputs. Then, each node in the cluster executes the

same script with different parameters, and the outputs are collected and analysed to

produce the final result. Such a setup substantially facilitates performing parameter

scans, which will be repeatedly used in later studies.

The second strategy was to make henontrack compatible with Graphical Pro-

cessing Units (GPUs), which outperform Central Processing Units (CPUs) in linear-

algebra operations. Figure 3.15 compares the performance between CPU and GPU

for a representative simulation job. When the number of particles in the simulation

is low, the CPU outperforms the GPU, as the latter has a much larger overhead to

set up the computations. However, as the particle number is increased, the GPU

run time stays practically constant, as operations are fully parallelised. Meanwhile,

the CPU run time increases linearly. For this specific machine, the GPU starts to

outperform the CPU at around 6× 104 particles per simulation. At some point, the

parallelisation capacities of the GPU saturate and its run time increases linearly as

well, but it remains significantly faster than the CPU’s. Unfortunately, most nodes
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Figure 3.14: Schematic of simulation pipeline exploiting CERN’s HTCondor cluster.
The user provides a run.py script and a list of parameter arrays (p0, p1, ..., pn). The
framework generates the necessary infrastructure and executes a job.sub file on the
submit machine, which distributes the tasks among different worker nodes. The
results are collected back by the submit machine and analysed by the analysis.py
script to provide output back to the user.

in the HTCondor cluster lack a GPU and, therefore, the benefit of using them dimin-

ishes when one needs to run large parameter scans. Still, when the job requires only

a handful of nodes, the GPU approach remains superior.

Figure 3.15: Simulation run time as a function of number of particles for a represen-
tative henontrack simulation. For this particular machine, the GPU implementation
outperforms the CPU implementation when the particle count exceeds 6× 104.
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3.4 End-to-end SPS simulation

This chapter has detailed the nominal SPS slow-extraction system, as well as the

implementation of empty-bucket channelling. Furthermore, an efficient modelling

tool for slow-extraction simulations has been described, which aims at characterising

the extracted time structure at timescales ranging from supra-milliseconds to sub-

nanoseconds. In particular, this thesis will exploit these capabilities to understand

the impact of empty-bucket channelling on the spill. This section combines everything

mentioned so far to produce a simulated SPS spill under empty-bucket channelling

conditions. It then describes the analysis applied to the resulting data. The upcoming

chapters (Chaps. 4 and 5) will rely on this workflow to characterise different aspects

of empty-bucket channelling.

3.4.1 Modelling procedure

1. A set of empty-bucket channelling parameters (Γ,∆RF ) is chosen. The rest of

the parameters are taken from Table 3.1.

2. All non-linear components are set to zero (S = 0 and V0 = 0). The initial-beam

coordinates are generated using the following random variables:

X ∼ N (µ = 0, σ2 = ϵx,rms), X
′ ∼ N (µ = 0, σ2 = ϵx,rms) (3.11)

τ ∼ U(a = − 1

2f0
, b =

1

2f0
), δ ∼ U(a = δ0 − δ̂beam, b = δ0 + δ̂beam), (3.12)

where N is a normal random variable of mean µ and variance σ2, and U is a

uniform random variable sampled over the interval [a, b]. δ0 is determined using

Eq. 3.9 in order to ensure no particles are captured in the empty bucket.

3. The non-linear components are slowly ramped to their nominal simulation value,

quasi-adiabatically deforming particle trajectories onto the new Hamiltonian

contours.

4. A time-dependent tune perturbation may be introduced to model the effect of

power-converter ripple on the extracted spill (See Chap. 5 for details), which

can have a variety of spectral components. For the SPS, the spill ripple is

dominated by a few narrow-band components at harmonics of 50Hz. Each of

these components can be modelled as a sinusoidal ripple on the tune at turn n:

Qx[n] =
80

3
+ 2qi sin(2πfin), (3.13)

where 2qi, fi are the ripple amplitude and frequency, respectively.
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5. The model in Fig. 3.13 is run for N turns. For each turn n, the phase-space

coordinates of the extracted particles are stored. The relative time-of-arrival τ

for a particle extracted at turn n can be converted to absolute time t using the

relationship,

t = τ +

j=n∑
j=0

1

f0,j
. (3.14)

3.4.2 Analysis procedure

A representative simulation was executed following the modelling procedure from

above, with the relevant parameters listed in Table 3.2.

Quantity Symbol Value

Rf-cavity harmonic h 4620
Virtual-RF voltage V0 50 kV
Stable-phase sine Γ 0.1
Normalised RF offset ∆RF 0.8
Normalised resonance width drms 0.5
Tune-ripple amplitude 2qi 1× 10−5

Tune-ripple frequency fi 2.3× 10−3 ·f0 = 100Hz

Table 3.2: Simulation parameters.

3.4.2.1 Spill structure

For time-structure analysis, two time domains are identified: super-turn and sub-

turn. The former includes timescales longer that the one-turn time, while the latter

is concerned with timescales shorter than the one-turn time. In the case of the SPS,

the one-turn time is around 23 µs, corresponding to a revolution frequency of 43 kHz.

The super-turn (or informally ‘slow’) spill structure of a representative simulation

is shown in Fig. 3.16. Both the time structure I(t) and the frequency structure |I(f)|
are shown, which are connected via the Discrete Fourier Transform.

3.4.2.2 Longitudinal phase space

The sub-turn (or informally ‘fast’) spill structure of a representative simulation can

be analysed by looking at the longitudinal phase space shown in Fig. 3.17. The time-

of-arrival τ for a particle extracted at turn n has been aliased by the RF frequency

using the following relationship:
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Figure 3.16: Simulated slow-extracted spill in time domain (left) and frequency do-
main (right). The frequency-domain representation shows a red x at the frequency of
the injected tune perturbation.

τ → τ +∆τn −
1

fRF

⌊fRF · (τ +∆τn)⌉, (3.15)

where ⌊a⌉ rounds a to the nearest integer and dτ is the cumulative time slippage of

the RF cavity,

∆τn =

j=n∑
j=0

( 1

f0,j
− 1

fRF,j

)
. (3.16)

This transformation aliases the extraction time of all particles within a single RF

period, removing the delay that particles accumulate by virtue of being extracted in

different RF periods. In other words, this procedure yields the ‘average’ RF structure

by integrating the bunch-by-bunch counts throughout the entire spill to obtain enough

statistics. The fast spill structure will be studied in detail in Chap. 4.

Additionally, one may compute the instantaneous r.m.s. extracted momentum

width δ̂outrms by analysing the δ distribution in Fig. 3.17. If the extraction is performed

slowly, one would expect δ̂outrms ≈ δ̂stopband,rms. In the case of the SPS, they differ by

∼ 20% for the nominal extraction.

3.4.2.3 Normalised phase space

The simple model developed in this section can also provide information on the ex-

tracted normalised phase space in the transverse plane. As shown in Fig. 3.18, the

initial and final X,X ′ distributions are vastly different, as the transformation between

them is determined by the non-linear extraction process. The extracted separatrix

will be characterised by three r.m.s quantities: its emittance ϵoutx , its radial length

loutrms and its azimuthal width wout
rms. The first is computed by applying Eq. 2.19 on the

50



Figure 3.17: Example of slow-extracted particle distribution in longitudinal phase
space (τ, δ) during empty-bucket channelling (simulated in henontrack). The sec-
ondary axes show the normalised longitudinal space, using the RF frequency (fRF )
and the bucket height (δ̂bucket). The marginal probability distributions are projected
onto the τ and δ axes. The time-delay τ of particles has been aliased to fit within one
RF period to provide the distribution of the ‘average’ bunch. The contour of the RF
bucket (fuchsia) and the transverse stop-band (red) are shown for additional visual
aid.

distribution in Fig. 3.18b, while the other two correspond to the square roots of the

eigenvalues of the covariance matrix between X and X ′.

3.5 Conclusion

This chapter has described the longitudinal and transverse beam-dynamics aspects of

the slow-extraction scheme at the SPS. The beam is accelerated, manipulated longi-

tudinally to increase its momentum spread, and extracted by synchronously ramping

all magnets in the lattice to keep the optics constant. It has been shown that such

extraction procedure is compatible with the RF technique known as empty-bucket

channelling, and a basic parametrisation of the manipulation has been presented.

Empty-bucket channelling will be exploited in the next chapters.

Furthermore, in order to study slow extraction in a computationally efficient man-

ner, a simplified simulation model has been developed (henontrack), which reduces
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(a) Initial (b) Extracted

Figure 3.18: Initial (left) and extracted (right) transverse distributions in normalised
coordinates (simulated in henontrack). The black lines in the right subplot indicate
the eigenvectors of the covariance matrix, scaled by their corresponding eigenvalues.
These can be understood as the radial length and the azimuthal width of the ex-
tracted separatrix. The grey vertical line in Subfig. 3.18b represents the wires of the
electrostatic septum (ZS).

the entire lattice to a few effective elements and can be executed both on CERN’s

computing cluster and on GPUs. This model was then applied to simulate the SPS

slow extraction under the influence of a sinusoidaly modulated betatron tune. Fi-

nally, an analysis procedure was described, which computed the extracted beam’s

time structure at the super-turn and sub-turn timescales, as well as its main trans-

verse phase-space features.

All in all, the strategy outlined in this chapter could be easily adapted to imple-

ment and characterise empty-bucket channelling (or other RF manipulations) on other

synchrotrons that perform slow extraction, as the parametrisation and modelling tools

introduced remain, for the most part, machine-independent. Moreover, as the code

is written in python, there are endless options for customising it and combining it

with other routines. Future developments will aim at incorporating more simulation

features, with a focus on integrating the implementation within the recently released

xsuite code, which is becoming CERN’s main beam-dynamics simulation tool.
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Chapter 4

Bunched beams for BDF/SHiP

4.1 Motivation

During nominal operation, the future SHiP experiment will require a ∼ 1 s spill of

400GeV protons from the SPS, which is as uniform as possible at all time scales.

However, this mode of operation is limited by the neutrino background. As shown

in Fig. 4.1, hidden sector (HS) particles may have an identical signature to neutrino

events in the scattering detector (SD). Indeed, both particles would not be intercepted

by the veto system and would produce an electromagnetic shower at the SD.

Figure 4.1: Schematic of the SHiP experiment’s proton target, veto system and scat-
tering detector (SD). From left to right: protons (p+) produce neutrinos (ν) and
hidden-sector particles (HS). Both HS and ν pass the veto systems (hadron absorber,
muon shield, etc.) undetected and can eventually produce electromagnetic showers
in the SD. Their signatures are practically identical.

For this reason, an alternative operational mode has also been requested [50],

which would be employed if an event in the SD required further studying. In this

new mode the spill is tightly bunched at the nanosecond scale, while leaving the spill

macro-structure largely unaffected. A sketch of both operational modes is shown in

Fig. 4.2.

The alternative mode would allow discrimination between HS candidates and neu-

trinos by using time-of-flight information, further reducing the neutrino background.
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Figure 4.2: Schematic of the spill time structure for the SHiP experiment at the
second and nanosecond timescales. Two operational modes are requested: a de-
bunched nominal mode and a bunched alternative mode.

Unlike in the de-bunched operational mode, the alternative bunched mode provides

information on the time of production of both the neutrinos and the HS particle at the

proton target. If the speed between the neutrinos and the HS particle were different

enough, either due to a difference in mass or a difference in momentum, their arrival

times at the SD detector would differ, since there is a 40m drift between proton target

and SD detector. Figure 4.3 provides a schematic of the scenario where time-of-flight

discrimination can be successfully applied.

Figure 4.3: Illustration of two consecutive neutrino bunches and a HS particle at
the proton target (red) and the scattering detector (blue). The first neutrino bunch
arrives at the scattering detector at t = t1, while the second neutrino bunch arrives at
t = t1+dt, where dt is the separation between bunches. After the 40m drift between
the target and the detector, the HS particle sits between the two consecutive neutrino
bunches as it arrives at the scattering detector at t = t2, with t1 < t2 < t1 + dt.
Therefore, it can be identified using time-of-flight information.

Two conditions must be satisfied for successful identification of the HS particle:

(i) the drift time from the proton target to the SD detector must be large enough for

the HS particle to lag behind the neutrino bunch, and (ii) the time difference between

two consecutive neutrino bunches must be large enough so that the HS particle is not

overtaken by the next neutrino bunch. If one assumes that the bunch has a total time
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width of 4σ, that neutrinos travel at the speed of light c and that the proton target

is much shorter than the distance d from the target to the SD, the accumulated

time slippage δt between the neutrino bunch and the HS particle must satisfy the

inequalities,

4σ ≤ δt ≤ 1

fRF

− 4σ, with δt =
d

c(1− βHS)
, (4.1)

where 1
fRF

is the time spacing between consecutive bunches and βHS is the HS parti-

cle’s relativistic speed-factor1. Therefore, one ideally wants to extract short bunches

with a large inter-bunch separation, while still satisfying the number of protons-on-

target requested (4 × 1019 p.o.t per year [51]) by SHiP. If βHS is expressed in terms

of the HS particle’s rest mass m and momentum p, Eq. 4.1 can be recast as:

a1mc
2 ≤ pc ≤ a2mc

2, with a1 =
1− d

4σc

1− (1− d
4σc

)2
, a2 =

1− d
c(1/fRF−4σ)

1− [1− d
c(1/fRF−4σ)

]2
, (4.2)

which yields a detection region bounded by two straight lines, as shown in Fig. 4.4

for the SHiP configuration. Guided by different HS models, the SHiP experiment

converged on a request of 4σ = 1.5 ns and 1
fRF

= 5ns.

Figure 4.4: Schematic of SHiP’s mass-momentum search space for HS particles. In
the grey regions (discrimination regions), the SHiP experiment can successfully differ-
entiate between neutrinos and HS particles using time-of-flight discrimination. In the
white region, the neutrino background cannot be eliminated. The dashed arrows illus-
trate that the discrimination region can be expanded upwards by providing shorter
proton bunches, and downwards by providing longer inter-bunch spacing. (Image
adapted from [50]).

This chapter focuses on the use of the 200MHz RF system of the SPS to provide

slow-extracted bunched beams with a 5 ns = 1
200MHz

bunch spacing and bunch length

1To be more precise, one can also detect HS particles that lag enough to arrive within the search
window of posterior bunches. To account for this one would make the substitution δt → δtmod 1

fRF
.

This has been ignored.
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of 4σ = 1.5 ns to satisfy SHiP’s bunched-mode request. First, an overview of the con-

ventional strategy to provide bunched beams is presented, explaining its limitations

in the SPS. Then, empty-bucket channelling is introduced as an alternative approach

for delivering bunched beams, a technique dubbed ‘micro-bunching’ when tested in

Brookhaven National Lab [52] [53] [54]. By using simulation and measurement, it

is shown that the latter technique can overcome the limitations of the conventional

approach. Finally, the best candidate for SHiP’s request is identified.

4.2 Conventional bunched-extraction methods

Conventional bunched-extraction methods typically rely on keeping the beam bunched

inside an RF bucket during the slow-extraction process. Instead of switching off the

RF system at flat-top to de-bunch the beam, the RF voltage is kept on until the end

of the cycle. Typically, one uses the ring quadrupoles to sweep the unstable-tune

region through the momentum stack and/or a transverse exciter to blow-up the be-

tatron amplitudes into the static unstable region. These procedures are illustrated in

Fig. 4.5.

(a) Transverse exciter: The red arrow in-
dicates that particles are pushed into the
unstable region by transverse RF kicks.

(b) Quadrupole sweep: The red arrow in-
dicates that the quadrupoles are ramped,
sweeping the unstable region through the
waiting beam.

Figure 4.5: Schematics of conventional methods to provide bunched slow extraction.
Particles (brown) enter the unstable region either by a change in their normalised
amplitude Ax (Subfig. 4.5a) or in their tune offset ∆Q (Subfig. 4.5b). Throughout
the extraction process, particles remain bunched inside the RF bucket in longitudinal
phase space (τ, δ). Note that ∆Q = Q′δ for a machine with non-zero chromaticity
Q′.

Such schemes are already employed, for example, at the Fermilab Mu2e experi-

ment [55] and in several medical synchrotrons [56, 57]. The former uses the bunched
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structure for background discrimination (in similar fashion to the SHiP request),

while the latter keep the beam bunched to easily change treatment energy during

the same synchrotron fill, significantly reducing treatment time. However, several

features make these schemes unattractive for the SPS:

1. Beam loss on septum wires: since high voltages (7MV) are needed to keep

the whole beam bunched, particles execute large momentum oscillations due to

synchrotron motion. This significantly perturbs their extraction trajectories in

transverse phase space, which blows up the emittance of the extracted beam, as

shown in Fig. 4.6. Low-intensity bunched-beam irradiation tests performed in

the past at the SPS [58] showed that this effect increases beam losses by a more

than a factor of 10 if a chromatic quadrupole-based extraction is performed [45].

An exciter-aided low-chromaticity scheme [59] could be envisioned to mitigate

synchrotron coupling, but this would entail a complete makeover of the current

SPS extraction scheme. In particular, the impact of the low chromaticity on

beam instabilities and the increased beam loss [60] would have to be addressed,

and the poor spill quality that is characteristic of such schemes [61] mitigated.

The latter stems from the fact that low chromaticity makes the beam’s tune

spread small and thus, sensitive to small errors in tune.

2. Spill quality: Not only does synchrotron motion affect beam loss, but it also

modulates the time structure of the integrated intensity. In essence, this in-

troduces a strong contribution at the SPS synchrotron frequency νs ≈ 1/210

turns, as particles enter and exit the unstable region several times before getting

extracted. This is particularly dangerous in the SPS because the high harmonic

number h = 4620 leads to a high νs ∝
√
h, which aggravates the effect due to

higher crossing speed [62]. Moreover, synchrotron motion cuts the spill time in

half: particles from the top-half of the bucket descend into the lower-half and

get a chance to get extracted as the tune sweep reaches the mid-point of the

bucket [45]. The latter effect can be mitigated by a slower quadrupole ramp,

but the former is a more fundamental issue. Both phenomena can be seen in

the spill shown in Fig. 4.6.

3. Longitudinal emittance: As SHiP will require a large number of protons on

target, the SPS will aim to accelerate high-intensity beams for each spill. For

such beams, several factors such as the upstream beam handling or the SPS

acceleration process (especially at critical points like transition crossing) can
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increase the longitudinal emittance or add jitter from cycle to cycle. This will

directly translate into a lengthening of the extracted bunch, with no obvious

way to mitigate the problem.

4. Incompatibility: The current SPS extraction scheme, known as Constant-Optics

Slow Extraction (COSE, see Sec. 3.1.3), relies on ramping all multipoles in the

ring synchronously, effectively changing the reference momentum of the ma-

chine. All operational aspects have been optimised for COSE, while conven-

tional bunched extraction was tested in the SPS with a quadrupole-only ramp.

This could compromise the reductions in beam loss obtained from silicon-crystal

channelling [63], among other operational procedures.

Figure 4.6: (Left) Normalised phase space at the electrostatic septum (wires shown in
black), and (right) extracted spill for a quadrupole-sweep extraction. Both subplots
show RF off (de-bunched, sky-blue) and RF on (bunched, fuchsia) at operational
voltage V = 7MV (simulated in henontrack).

Given these limitations, an alternative bunching scheme has been pursued at

CERN.

4.3 Empty-bucket channelling for bunched beam

Empty-bucket channelling was described in detail in Chap. 3. In this chapter, the

technique is tuned for the delivery of long spills with a bunched structure at a 200MHz

repetition rate, which constitutes the first empty-bucket channelling implementation

in the SPS. Unlike conventional bunched extraction, empty-bucket channelling is

performed on an initially de-bunched beam. If the empty bucket and the transverse-

resonance stop-band are well-aligned, particles will be bunched in narrow RF channels

just before exiting the ring [53].
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For a chromatic extraction like the one in the SPS, the momentum strip that

needs to be bunched at any given moment δ̂stopband,rms is much narrower than the

beam’s total momentum spread δ̂beam, i.e. δ̂stopband,rms/δ̂beam ∼ 1/50. By employing

empty-bucket channelling, one can use a small empty bucket to only produce bunch-

ing 2 within δ̂stopband,rms, independently of δ̂beam. On the other hand, conventional

bunched extraction starts with a bunched beam and must therefore be performed

with enough voltage to bunch the entire beam with momentum spread δ̂beam, inde-

pendently of δ̂stopband,rms. This key difference is shown in Fig. 4.7, where conventional

bunched extraction produces an emittance blow-up of 7x compared to the modest

blow-up of 1.2x produced by empty-bucket channelling. From this simple argument

it seems reasonable that a O(50)-times smaller voltage could be used for empty-bucket

channelling to obtain a similar bunch structure to full-voltage conventional bunched

extraction.

In principle, the new method addresses all the conventional limitations listed in

the previous section:

1. Beam loss on septum wires: Since only a small portion of the beam with nar-

row momentum spread needs to be bunched at any given time (the portion

that is resonant), one can perform empty-bucket channelling with much lower

voltages than conventional bunched extraction and still get short bunches. This

significantly reduces the perturbation of the transverse dynamics.

2. Spill quality: empty-bucket channelling lacks periodic synchrotron modulation,

although the impact of RF kicks on the transverse motion must still be kept

in mind. In fact, this can be exploited to improve spill quality as explored in

Chap. 5.

3. Longitudinal emittance: the bunch length provided by empty-bucket chan-

nelling does not depend on the accelerated longitudinal emittance, since the

process is performed on a de-bunched beam.

4. Incompatibility: COSE is fully compatible with empty-bucket channelling, as

outlined in Chap. 3.

2To be precise, the circulating beam is not stably bunched in this configuration, but the time
structure of the extracted beam will be distributed in short bunches.
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(a) Conventional bunched extraction,
longitudinal phase space: large voltage
must be used because initial beam is
bunched.

(b) Empty-bucket channelling, longitu-
dinal phase space: small voltage can
be used because only resonant beam is
bunched.

(c) Conventional bunched extraction,
normalised phase space: the extracted
emittance is 7x the nominal value due to
the big synchrotron oscillations.

(d) Empty-bucket channelling, nor-
malised phase space: the extracted
emittance can be kept at 1.2x the
nominal value thanks to the small RF
bucket.

Figure 4.7: Bunched slow extraction for two different methods (simulated in henon-
track): conventional chromatic (left) and empty-bucket channelling (right). The grey
and sky-blue dots shows the initial and extracted particle distributions, respectively.
The dashed pink lines indicate the underlying bucket separatrices for each case.

4.4 Simulations

A variety of simulation studies were performed to verify the technique’s capabilities

and limitations. These were performed with the SPS nominal parameters (as listed

in Table 3.1), employing the h = 4620 system to obtain a 5 ns bunch spacing. Both

the bucket offset (∆RF ) and the stable-phase sine (Γ) were scanned.
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4.4.1 Extracted bunch length

The goal of this subsection is to identify the (Γ,∆RF ) region where the SHiP speci-

fication of 4σ = 1.5 ns can be achieved. This chapter quotes the standard deviation

σ of the extracted bunch as the figure of merit, normalised to the RF period/bunch-

spacing. The SHiP specification σSHiP is then given by,

σSHiP =
4σ

4
· fRF =

1.5 ns

4
· 1

5 ns
= 0.075. (4.3)

Figure 4.8 shows the results of a (Γ,∆RF ) grid-scan within the SPS-RF parameter

limits. It can be seen that the bunch length requested by SHiP is achievable with

the SPS 200MHz system. The ‘SHiP specification’ region is concentrated around

small Γ (high voltage) and ∆RF = 0 (perfect alignment between transverse resonance

and RF bucket). The minimum voltage required to achieve the SHiP specification

is approximately V0 = 0.1MV, which corresponds to Γ = 0.05. Notice that this

voltage is 70× smaller than the voltage employed for conventional bunched extraction

(V0 = 7MV). The qualitative estimate in the previous section predicted a O(50)×
reduction in voltage, which is in good agreement with this result.

(a) Entire domain (b) Zoom on ‘SHiP specification’ region

Figure 4.8: Bunch length (σ, normalised to the RF period 1/fRF ) vs. stable-phase
sine (Γ) and bucket offset (∆RF ), simulated in henontrack. The dashed red contour
shows the parameter domain where the ‘SHiP specification’ (4σ = 1.5 ns) is achieved.

In order to isolate the dependence on ∆RF and Γ, Fig. 4.9 shows a 1-dimensional

cross-section of the grid-scan from Fig. 4.8. On the one hand, Fig 4.9a shows that

when the voltage is kept fixed (Γ = 0.05), the minimum σ is indeed achieved when

∆RF = 0. Interestingly, a secondary ‘weak-bunching’ region appears near ∆RF = 2.5.

Appendix D.1 explains the mechanism for this phenomenon in more detail; but in

this chapter, only the ‘strong bunching’ region near ∆RF = 0 will be exploited. On
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the other hand, Fig. 4.9b shows that when the RF frequency is kept fixed and well-

aligned with the resonance (∆RF = 0), larger voltages (smaller Γ-s) result in shorter

bunches. Both observations make sense intuitively: smaller Γ leads to narrower chan-

nels between buckets, and ∆RF = 0 ensures that the beam is bunched precisely when

it becomes resonant and exits the synchrotron.

(a) ∆RF scan, Γ = 0.05 (b) Γ scan, ∆RF = 0

Figure 4.9: Extracted bunch length (σ, normalised to the RF period 1/fRF ) vs.
bucket offset ∆RF (Subfig. 4.9a) or stable-phase sine Γ (Subfig. 4.9b), when the other
parameter is kept fixed at the shown value (simulated in henontrack).

4.4.2 Extracted bunch shape

Due to the non-linear nature of this bunching method, it is important to study not

only the length, but also the shape of the extracted bunch. This is because the

shape of the incident bunches will determine the time distribution of the produced

neutrinos and hidden-sector particles. SHiP would like to include this information in

their analysis pipeline.

Figure 4.10a shows the extracted beam distribution in longitudinal phase space,

for simulations of varying ∆RF and holding Γ constant at Γ = 0.05. As expected, the

bunch is short when ∆RF = 0 and becomes longer as |∆RF | increases. At some point,

the tail of the bunch overlaps with the head of the next bunch, eliminating the search

window altogether. Something to keep in mind is that the extracted-bunch shape

will in general be asymmetrical. This is no surprise: since all particles approach the

empty bucket from the top, they will follow trajectories along the tilted RF channels.

Nevertheless, when ∆RF is close to zero this asymmetry is small, which coincides with

σ being at its minimum.
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Figure 4.10b shows the extracted beam distribution in longitudinal phase space,

for simulations of varying Γ and ∆RF constant at ∆RF = 0. When Γ is small, the RF

provides large voltage kicks and the bucket height is much larger that the stop-band

width. In this scenario, the extracted longitudinal distribution is strongly deformed

along the bucket’s separatrix arms. As Γ is increased, the effect from the RF becomes

weaker and the extracted distribution ‘rests’ along the bucket edge without being

heavily perturbed. This latter case is desirable, since it will have a smaller impact on

the transverse beam dynamics and, consequently, on beam loss.

4.4.3 Integrated intensity

In conventional bunched extraction, particles execute phase-momentum oscillations

around the RF-bucket’s stable fixed point. Therefore, if a particle is not extracted

during its first pass through the resonance, it will get many subsequent chances to

do so as its Qx oscillates back and forth due to chromatic coupling. In empty-bucket

channelling this is no longer the case: particles are phase displaced from above to

below the RF bucket, being bunched only during this crossing. Figure 4.11 shows

that, if the RF kicks are large enough, this phenomenon will limit the intensity that

can be extracted with empty-bucket channelling. This section quantifies such a limit.

Figure 4.12 shows the results of a (Γ,∆RF ) grid-scan within the SPS-RF parameter

limits. It is clear that the extracted integrated intensity I0 will be reduced if one wants

to achieve the SHiP-specification bunch length. For the largest Γ within the ‘SHiP

specification’ region (Γ = 0.05), 93% of the beam can be extracted, while the nominal

de-bunched extraction can approximately extract 99% of the beam. Still, the non-

extracted beam is not lost at the ZS and one could envision several strategies to deal

with this:

1. Dispose of the remaining beam on the SPS internal dump. The protons-on-

target for SHiP would go down slightly, but the concerns regarding ZS activation

would be avoided.

2. Employ a transverse damper to slightly blow-up the transverse emittance before

and/or during extraction. This technique helps push particles out of the beam

core and into the resonance. It is already used successfully in the CERN PS [64].

An implementation in the SPS would require a study of the impact on beam

loss due to the transverse blow-up from the exciter.
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(a) Γ = 0.05

(b) ∆RF = 0

Figure 4.10: Slow-extracted particle distribution (simulated in henontrack) in lon-
gitudinal phase space vs. bucket offset ∆RF (Subfig. 4.10a) or stable-phase sine Γ
(Subfig. 4.10b). The density plots on the τ and δ axes show the projections of the
beam distribution onto the τ and δ coordinates, respectively. The relative time-of-
arrival τ has been aliased to fit all particles within one RF period to provide the
distribution of the ‘average’ bunch. The contour of the RF bucket (pink) and the
transverse stop-band (red) are shown for additional visual aid.
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Figure 4.11: Steinbach-diagram illustration of how empty-bucket channelling affects
the extracted intensity. An additional time-of-arrival (τ) dimension has been attached
to the conventional normalised-amplitude (Ax) and tune-distance (δQ) dimensions to
sketch the alignment of the empty bucket. If particles (brown ellipses) with low-Ax

receive large RF kicks, they will exit the unstable region on the other side and never
get extracted (shown with a red cross).

3. Ramp the magnetic fields in the opposite direction, sweeping the beam through

the resonance for a second time. It is likely that the relative beam loss will be

large compared to the first sweep, as the beam remaining in the ring will have

degraded quality after its first pass through the resonance. However, the loss

should be small in absolute terms, as little beam is left to extract.

(a) Entire domain (b) Zoom on ‘SHiP specification’ region

Figure 4.12: Integrated intensity (I0, normalised to total intensity) vs. stable-phase
sine (Γ) and bucket offset (∆RF ), simulated in henontrack. The dashed red contour
shows the parameter domain where the ‘SHiP specification’ ( 4σ = 1.5 ns) is achieved.
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The dependence of the integrated intensity on Γ and ∆RF separately is shown

in Fig 4.13. Figure 4.13a shows that the largest reduction in integrated intensity

happens when ∆RF = 0 and it quickly disappears as |∆RF | is increased. Figure 4.13a
demonstrates that smaller Γ leads to less integrated intensity, as the voltage kicks

become larger.

(a) Γ = 0.05 (b) ∆RF = 0

Figure 4.13: Integrated intensity (I0, normalised to total intensity) vs. bucket offset
∆RF (Subfig. 4.13a) or stable-phase sine Γ (Subfig. 4.13b), when the other parameter
is kept fixed at the shown value (simulated in henontrack).

4.4.4 Transverse effects

As discussed in Chap. 2, particles with different Ax-s become unstable at different δ-s.

In other words, the resonant beam has a linear correlation of the form δ ∝ Ax. On

the other hand, during phase displacement, particles with different δ receive different

RF kicks V (δ) (a semi-analytical approximation of V (δ) is provided in Chap. 5).

These two effects are combined during empty-bucket channelling as is illustrated in

Fig. 4.14a. The RF kicks may stretch or shrink the effective momentum stop-band

width δ̂stopband,rms which will in turn affect the transverse distribution as the beam

reaches the septum.

This coupling will deform the outgoing transverse distribution, changing the pre-

sentation of the separatrix on the septum. To first order, the deformation of the

separatrix can be characterised by the change on its radial length loutrms and azimuthal

width wout
rms (See Sec. 3.4.2.3), which have been calculated numerically and are shown

in Fig. 4.15 as a function of ∆RF and Γ. Large changes in either can result in an

increase in losses at the ZS. The change in length can typically be compensated by

adjusting the spiral step, while the change in width remains a more fundamental
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(a) Steinbach-diagram illustration of the impact of empty-bucket chan-
nelling on the transverse motion. An additional time-of-arrival (τ) dimen-
sion has been attached to the conventional normalised-amplitude (Ax)
and tune-distance (δQ) dimensions to sketch the alignment of the empty
bucket. Particles (brown ellipses) with different δ sample different re-
gions of the channel, which results on Ax-dependent acceleration due to
the slope of the resonance boundary.

challenge. This simulation study shows that empty-bucket channelling mainly has an

impact on wout
rms. Interestingly, a region exists in the ∆RF ,Γ-space where wout

rms can

be reduced. Appendix D.2 explores the mechanism for this phenomenon, as it could

possibly be used to reduce slow-extraction losses.

Finally, Fig. 4.16 shows the dependence of wout
rms on ∆RF when Γ is kept fixed, and

vice versa. The extracted momentum spread δ̂outrms is shown in the same plot, which

covaries almost exactly with wout
rms. This confirms the mechanism through which

empty-bucket channelling affects the extracted transverse distribution: in essence,

empty-bucket channelling modifies the resonance stop-band width by increasing or

decreasing the correlation between Ax and δ (i.e. ‘changing’ the slope of the reso-

nance boundary). The Γ-dependence is easy to understand: as the voltage becomes

large, the relative acceleration between the low-Ax and high-Ax particles becomes big,

and the distribution is stretched out. The ∆RF -dependence, on the other hand, is

highly non-linear (See Appendix D.2). For the ‘SHiP specification’ case, where good

alignment between resonance and bucket (∆RF = 0) is needed, moderate blow-up of

wout
rms is expected (∼ 30%) if one operates at Γ = 0.05.
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(a) loutrms, entire domain (b) wout
rms, entire domain

(c) loutrms, zoom on ‘SHiP specification’ re-
gion

(d) wout
rms, zoom on ‘SHiP specification’

region

Figure 4.15: Separatrix length loutrms (left, normalised to nominal extraction) and width
wout

r ms (right, normalised to nominal extraction) vs. stable-phase sine (Γ) and bucket
offset (∆RF ), simulated in henontrack. The dashed red contour shows the parameter
domain where the ‘SHiP specification’ of 4σ = 1.5 ns is achieved.

4.5 Measurements in the SPS

A machine-development test was conducted to demonstrate bunching with empty-

bucket channelling in the SPS, running at low-intensity (4× 1011 particles) to avoid

equipment damage from beam loss. Informed by the simulations discussed in the

previous section and guided by live feedback during the test, the 200MHz cavity

voltage and frequency were varied each cycle. The three tested voltages were 1MV,

0.1MV and 0.05MV and are referred to as high-V, mid-V and low-V, respectively.

These voltages correspond to Γ = 0.005, 0.05, 0.1. The aim of the test was to conduct

a proof-of-principle implementation of the technique in the SPS. The measurement

data also allowed one to benchmark the simulation model developed so far.
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(a) ∆RF scan, Γ = 0.05 (b) Γ scan, ∆RF = 0

Figure 4.16: Separatrix width wout
rms and extracted momentum spread δ̂outrms (normalised

to their corresponding nominal values) vs. bucket offset ∆RF (Subfig. 4.16a) or stable-
phase sine Γ (Subfig. 4.16b), when the other parameter is kept fixed at the shown
value (simulated in henontrack).

4.5.1 Fast versus slow time-structure

The North Area 62 (NA62) GigaTracKer (GTK) [65] was used for this measurement

campaign, as it could provide timing information at a resolution of 100 ps. Fig-

ure 4.17 shows slow and fast time-structure measurements acquired with the GTK for

a shot with and without empty-bucket channelling. As requested by SHiP, the macro-

structure (Fig. 4.17a) is mostly unaffected, modulo a slight difference in start time

that could be easily compensated in an operational implementation. On the other

hand, the beam structure in the nanosecond scale is vastly different between the two

cases, with a strong time structure being present for the empty-bucket-channelling

shot (Fig. 4.17b). This time structure will be referred to as a ‘bunch’ throughout this

chapter.

4.5.2 Extracted bunch length

In order to characterise the length of the extracted bunches, the bunch standard

deviation was computed over integration periods of 1ms and compared to the sim-

ulation predictions as shown in Fig. 4.18. It can be seen that the data is in good

agreement with the model. Even the global σ minimum (dubbed ‘strong bunching’

before) and the local σ minimum (dubbed ‘weak bunching’ before) are clearly visible

in measurement, especially for the mid-V case.

The high-V setting of 1MV (1/7th of total voltage) causes a clear increase in

beam loss (20% or more), but, for the low-V and mid-V cases, the losses become
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(a) Slow, binned at 25Hz (b) Fast, binned at 10GHz and averaged
over 4 s

Figure 4.17: Extracted time structure with nominal settings and with empty-bucket
channelling (bunched). Note the different timescales between Subfig. 4.17a and Sub-
fig. 4.17b. During the test, the magnetic ramp was not fine-tuned to make the spill
macro-structure rectangular or to adjust the starting time of the spill, as seen in Sub-
fig. 4.17a. In an operational implementation, this additional step could be performed
with the current feed-forward approach, i.e. ‘AutoSpill’ [44].

close to nominal. Amongst the measured settings, the most promising configuration

is highlighted in Fig. 4.18b (mid-V, ∆RF ≈ 0) and will be referred to as the ‘SHiP can-

didate’. Its bunch length (4σ = 1.75 ns± 0.25 ns) satisfies the request with negligible

increase in beam loss.

4.5.3 Extracted bunch shape

To further characterise the extracted bunches, as well as to benchmark the model, the

bunch profiles were explored next. For each of the three tested voltages, a ‘bunch-

grid’ is shown in Fig. 4.19, where the bunch distributions (seen ‘from above’) are

plotted as a function of ∆RF . Both from the model and the measurements, one can

intuitively see how the bunch shape becomes tighter as ∆RF is varied towards zero,

but the dependence is not entirely symmetric with respect to ∆RF = 0, as already

predicted in Sec. 4.4.

As a final step, the bunch profile for the ‘SHiP candidate’ was characterised in

detail. Its bunch profile is shown again in Fig. 4.20, with focus on observing the

distribution tails. It can be seen that the data agrees both with its corresponding

Gaussian fit and simulation, up to the ‘Poisson limit’ coming from finite particle

counts. In fact, to gain more information about the distribution tails, a higher-

statistics run would be needed.
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(a) High-V

(b) Mid-V

(c) Low-V

Figure 4.18: Bunch length (σ, normalised to RF period) vs. bucket offset
(∆RF ) for three different 200MHz-cavity voltages (each shown separately in Sub-
figs. 4.18a, 4.18b, 4.18c), measured and simulated in henontrack. For the measure-
ment, the error-bars show the total millisecond-to-millisecond variation in σ. Total
beam loss for each spill is included in the right subplot. The black circle highlights
the identified ‘SHiP candidate’.
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(a) High-V

(b) Mid-V

(c) Low-V

Figure 4.19: Average bunch profile (particle counts vs. normalised time-of-arrival
τ · fRF ) vs. bucket offset ∆RF , measured (left) and simulated in henontrack (right).
Each row represents a single spill, where the black dots show the data-points used for
interpolation. Subfigures 4.19a, 4.19b, 4.19c show the outcomes for each of the three
different voltages tested with the 200MHz system.
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Figure 4.20: (Left) Bunch profile (particle counts vs. normalised time-of-arrival
τ · fRF ) for SHiP candidate, and (right) absolute difference between measurement,
henontrack simulation and Gaussian. The ‘3σ limit’ line shows the 3σ significance
limit due to finite detector counts: differences above the limit are said to be signifi-
cant.

All in all, this section demonstrates that (i) the simulation model from Chap 3

makes powerful predictions and can provide insights on the underlying beam dynam-

ics, (ii) empty-bucket channelling can be successfully exploited for beam bunching

and that (iii) higher-statistics measurements are ultimately necessary to provide a

detailed description of the extracted-distribution tails.

4.5.4 Integrated intensity

To quantify the amount of integrated intensity, the ring’s DC Beam Current Monitor

(DC-BCT) was used, subtracting the ring intensity before and after slow extraction.

This value is then plotted for all measurement settings in Fig. 4.21. The measurements

are in good agreement with the simulation results. For the ‘SHiP candidate’, the

integrated intensity is around 94%.

Comparing the results from the last two sections, there seems to be a fundamental

trade-off between the attainable integrated intensity and bunch length. This is not

surprising from the discussion above, as the parameters that maximise integrated in-

tensity (low-voltage and large |∆RF |) are precisely the ones that harm beam bunching.

Figure 4.22 demonstrates this trade off by plotting σ v. I0 for both measurements

and simulations. Using the simulation data, a ‘Pareto front’ has been traced, which

consists of all points for which one cannot improve σ without worsening I0, and vice

versa. The points that are not part of the Pareto front are said to be dominated.

To find the desired working point, one would choose a compromise between the two

metrics along the Pareto front.
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4.5.5 Transverse effects

Unfortunately, the test in this chapter was performed at an intensity too low to

obtain reliable beam-size measurements of the extracted beam. Suffice to say that

the ‘SHiP candidate’ setting did not result in a substantial increase in beam loss, as

already shown in Fig. 4.18. Still, the transverse effects of empty-bucket channelling

are measured (and compared to simulation) in Sec. 5.8.3 (next chapter), where high-

intensity tests were performed.

(a) High-V (b) Mid-V

(c) Low-V

Figure 4.21: Integrated intensity (I0, normalised to nominal case) vs. bucket offset
(∆RF ), measured and simulated in henontrack. The measurement error-bars show
the total shot-to-shot variation. Subfigures 4.21a, 4.21b, 4.21c show the outcomes for
each of the three different voltages tested with the 200MHz system.
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4.6 Conclusion

This chapter demonstrated the use of empty-bucket channelling for providing low-

loss slow-extracted bunched beams from the SPS. It was shown that the proposed

scheme can overcome the limitations of the conventional method to satisfy the SHiP

request. By using the 200MHz system at 0.1MV, bunches of 4σ = 1.75 ns± 25 ns at

a repetition rate of 5 ns were extracted with minimal increase in beam loss. However,

it was shown that the new scheme would reduce the integrated intensity from 99% to

94%. This could be mitigated with the help of the transverse exciter or by re-ramping

the magnetic lattice. If further optimisation were needed, Appendices B C include

additional strategies to add more flexibility to empty-bucket channelling, namely

employing double-harmonic RF systems and broad-band RF cavities, respectively.

Figure 4.22: Bunch length (σ, normalised to RF period) vs. integrated intensity (I0,
normalised to nominal), measured and simulated in henontrack. The plot includes
the upper limit (‘Ideal’), only achievable if no trade-off existed between σ and I0, as
well as the Pareto-front line, which consists of all points for which one cannot improve
σ without worsening I0, and vice versa.
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Chapter 5

Spill-quality improvements at
CERN SPS

5.1 Motivation

The R&D performed for the slow extraction of bunched beams (described in Chap. 4)

was useful to acquire knowledge about RF-cavity control and instrumentation, as well

as to benchmark the simulation tools developed in Chap. 3. In this chapter, that

knowledge is exploited to improve one of the key aspects of present operation: spill

quality.

One can informally define spill quality as the level of uniformity of the intensity

profile delivered to the user. Ideally, one would extract a perfectly rectangular spill,

whose particle rate I(t) would be described by:

I(t) =

{
I0/Ts if t ∈ [0, Ts]

0 elsewhere,
(5.1)

where Ts is the spill time and I0 =
∫ Ts

0
I(t)dt is the total integrated intensity. However,

this is not physically attainable, as it would require a ‘crystalline’ beam, i.e. a particle

lattice with predictable spacing. In a realistic ‘hot’ beam, the scenario with the

smallest rate variations will be given by a Poisson process of mean rate λ:

I(t) =

{
Pois(λ = I0 ·∆t/Ts) if t ∈ [0, Ts]

0 elsewhere,
(5.2)

where ∆t is the chosen time-binning. However, even such a spill is practically impos-

sible to deliver, as slow extraction is sensitive to a variety of undesired perturbations.

As an example, Fig. 5.1 shows an SPS spill measurement, where the crystalline and
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Poisson spills are also plotted for comparison. It becomes clear that the real variations

far exceed those expected from the statistical nature of a non-crystalline distribution.

Figure 5.1: SPS spill (measurement data), Poisson spill and crystalline spill sampled
at ∆t = 250 µs.

One of the most dangerous sources of non-uniformity comes from the ring power

converters. When the main grid 50Hz AC current is rectified into a DC current,

some small amount of AC power remains. A typical SPS power converter will contain

narrow-band peaks at 50Hz harmonics (i.e. n · 50Hz, n ∈ Z) over a broad-band noise

‘slab’. This spectrum will result in a modulation on the magnetic field and, ultimately,

perturb the extracted particle rate. To illustrate this connection between power

converter and spill spectra, Fig. 5.2 shows the frequency-domain representations of

the SPS spill and the focusing-quadrupole current (the major contributor to horizontal

tune perturbations [49]). This comparison also captures the sensitivity of the resonant

slow-extraction process: power-converter perturbations of relative magnitude O(10−6)

result in spill modulations of relative magnitude O(10−1), i.e. an amplification of ∼ 5

orders of magnitude.

Amongst the North-Area users, the North Area 62 (NA62) experiment has ex-

pressed concerns with the large particle-rate variations in the millisecond-scale, which

regularly lead to the overload of their First-In-First-Out (FIFO) buffer and loss of

valuable data [66]. In fact, concerns about rate variation are common amongst slow-

extracted beam users and a variety of mitigation techniques have been developed
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(a) Spill. (b) F-quad current.

Figure 5.2: Measurement of frequency-spectrum magnitudes of the spill (left) and
focusing-quad current (right). Both spectra share the same qualitative features: a
broad-band floor (dashed grey) and narrow-band spikes (black) at the 50Hz harmon-
ics.

over the years. These include feedback/feed-forward controllers [67, 44], smoothing

via stochastic noise [15, 68] and adjusting the resonant-sextupole strength [46], to

name a few. In this chapter, the problem is addressed by employing empty-bucket

channelling, leveraging the data and expertise gathered in Chap. 4.

Even though the technique has been deployed before in other machines [16, 69],

the first ever implementation in the SPS is presented, which operates at significantly

higher beam energies and intensities. Furthermore, a systematic comparison study

between measurement and simulation is provided, which compliments the mostly

empirical approaches realised in the past. This study starts by presenting a framework

for spill-quality modelling and characterisation. Then, the potential of empty-bucket

channelling is outlined. After that, an initial low-intensity SPS implementation is

discussed. Finally, SPS tests at nominal intensity are presented, which lead to an

operational implementation of the technique.

5.2 Spill-quality characterisation

5.2.1 The duty factor

It is customary to quantify the spill quality by the figure of merit known as the duty

factor F [70], which is given by

0 ≤ F =
Mean{I(t)}2

Mean{I2(t)}
=

DC power

Total power
≤ 1, (5.3)
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where F = 1 represents a crystalline spill. Using the relationship Mean{I2} =

V ar{I}+Mean{I}2, Eq. 5.3 can be re-written in the form:

0 ≤ F =

[
1 +

V ar{I(t)}
Mean{I(t)}2

]−1

= 1− V ar{I(t)}
Mean{I(t)}2

+ (...) ≤ 1, (5.4)

where (...) includes higher-order terms.

Furthermore, one can introduce the Poisson-process statisticsMean{I} = V ar{I} =

I0 · ∆t/T into Eq. 5.4 to obtain F ’s practical upper limit FPoisson for a given time-

binning ∆t:

0 ≤ F ≤ FPoisson =

[
1 +

T

I0 ·∆t

]−1

= 1− T

I0 ·∆t
+ (...). (5.5)

This formalism can be used to characterise a spill (or set of spills) as shown in

Fig. 5.3 for the SPS. To produce this plot, a representative spill has been binned at

various timescales (∆t) and its corresponding Poisson distribution (λ = I0 · ∆t/Ts)
generated via a random-number generator. As expected, the real spill has a lower

duty factor than the Poisson spill at all timescales. This comparison captures the net

effect of all the perturbations present during the slow-extraction process.

Figure 5.3: Measurement of duty factors (F) vs. bin-width (∆t) for an SPS measure-
ment (data) and the corresponding Poisson limit (Poisson).

5.2.2 From current to intensity

The duty factor characterises intensity variations. However, the goal of this chap-

ter is to mitigate them. To do so, it is important to understand the causal chain
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that connects power-converter current ripple to extracted-intensity modulations. For

example, let current j have the form,

j(t) = jref + dj, with jref >> dj, (5.6)

where jref is the requested current and dj is a (small) ripple. We’d like to compute

the perturbation dI caused on the extracted intensity I:

I(t) = Iref + dI, (5.7)

where Iref is the requested intensity.

The propagation process from dj to dI can be broken down into different steps

for better conceptual understanding, as shown in Fig. 5.4. First, the current ripple

causes a magnetic-strength ripple. Then, that magnetic ripple affects the beam-

dynamics macroparameters, such as the tune or the chromaticity. Finally, the beam-

dynamics perturbations disrupt the slow-extraction process, resulting in an intensity

perturbation.

Figure 5.4: Diagram of current-to-intensity (dj → dI) perturbation propagation. The
perturbation propagation is broken down as follows: current (dj) to j-th magnetic
strength (dKj), to beam-dynamics macroparameters (dQx, dQ

′, dS...), to extracted
intensity (dI). The red box shows the piece of the propagation modelled in henon-
track.

A full characterisation of the current-to-intensity propagation would require an

extremely sophisticated setup, including part-per-million measurement of all magnet

currents (and their relative delays), as well as the consideration of physical phenom-

ena such as frequency-dependent vacuum-chamber shielding [71]. However, in this

work, a simplified approach will be followed, focusing on the macroparameters-to-

intensity part of the propagation. This mapping will be studied numerically using

the henontrack model described in Chap. 3.
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5.2.3 The tune: the main macroparameter

A given magnetic perturbation can affect several macroparameters simultaneously.

For example, a quadrupolar perturbation dK1 will influence both the betatron tune

and the chromaticity (amongst others) as follows,

dQx =
1

4π
βxdK1L (5.8)

dQ′ = − 1

4π
βxdK1L, (5.9)

where βx is the beta function at the quadrupole location and L is the quadrupole

length. It can be seen that both perturbations have the same magnitude.

However, not all macroparameter perturbations have the same size of effect on

the extracted intensity. In fact, the size of effect of a perturbation can be quantified

by the change it effects on the transverse stable area. Using Eq. 2.39, one obtains:

Area ∝ ∆Q2

S2
→ dArea

Area
=

2

∆Q
d∆Q− 2

S
dS, (5.10)

where ∆Q/S ∼ O(10−4 − 10−5) for a chromatic extraction. It can already be seen

that S-perturbations may be neglected when compared to ∆Q-perturbations. Then,

one may further expand d∆Q as follows,

δQ = Qx +Q′δ − 80

3
→ d∆Q = dQx + δdQ′, (5.11)

where δ ∼ O(10−4 − 10−3) for a typical particle near the unstable region. Therefore,

it can concluded that a magnetic perturbation dK1 can be modelled as a tune pertur-

bation dQx to first approximation. Past studies in the SPS [49] have confirmed that

only modulating the tune produces comparable intensity modulations to the ones

produced by rippling K1 directly.

5.2.4 From tune to intensity: analytical model

Tune perturbations have been identified as the main contributors to the modulation

of the extracted intensity. The mapping from dQ to dI will now be approximated

following an analytical approach to obtain some critical insights. This can only be

done for perturbations slower than the SPS revolution frequency f0 = 43.3 kHz, since

the tune is a meaningless construct for faster timescales. As we are mostly concerned

with the millisecond-scale, this constraint is not limiting in any significant way. For

an initial derivation, two additional simplifying assumptions are made:
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• Particles are immediately extracted upon touching the resonant region, i.e. the

model focuses on timescales which are longer than the transit time (around

1-10ms for the SPS, See Sec. 5.3.1).

• The resonance boundary does not depend on betatron amplitude, i.e. the ex-

traction is fully chromatic. In the SPS this is a reasonable simplification, since

the momentum stop-band width is much smaller than the stack’s total momen-

tum spread (See Chap. 2).

In this situation the resonance boundary at the tune Qx = 80/3 acts as a sep-

aration between inside and outside the ring, and slow extraction can be modelled

as a one-dimensional continuity equation as shown in Fig. 5.5. Then, the extracted

intensity I(t) can be expressed in terms of the tune-control program Q
0
(t) and the

undesired time-varying ripple q(t) as follows:

Figure 5.5: Simplified model of chromatic slow extraction. The tune (Qx) of the beam
distribution (n(Qx), brown) is pushed towards Qx = 80/3, which acts as a boundary
between inside (cyan) to outside (magenta) the ring. During a time interval dt, the
distribution is displaced towards the resonance by the drift term Q̇

0
dt, while the

oscillatory term of size q̇dt perturbs this process.

I(t) =
∂n

∂t

∣∣∣∣
Qx=80/3

= − ∂

∂Qx

[n·(Q̇
0
+q̇)]

∣∣∣∣
Qx=80/3

=

{
− ∂n

∂Qx

(Q̇
0
+q̇)−n

∂(Q̇
0
+ q̇)

∂Qx

}∣∣∣∣
Qx=80/3

,

(5.12)

where n denotes the number of particles. Since Q
0
and q are created by the magnets,

no dependence on the Qx coordinate is expected, arriving at the following expression:

I(t) = −ρ(Qx)
[
Q̇

0
− d

dt

∑
i

2qi cos(2πfit+ ϕi)
]∣∣∣∣

Qx=80/3

, (5.13)
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where ρ(Qx) =
∂n
∂Qx

(Qx) is the local particle density and the spectrum of q has been

expanded, with 2qi, fi, ϕi representing the ripple amplitude, frequency and phase com-

ponents, respectively. Typically, Q̇
0
(t) is adjusted to compensate for the slow vari-

ations in ρ(Qx), which allows us to simplify ρ(Q) → ρ and Q
0
(t) → Q̇0t without

much loss of generality, where Q̇0 is the average speed at which particles change their

betatron tune. This finally leads to

I(t) = −ρ[Q̇0 +
∑
i

(2πfi) · 2qi sin(2πfit+ ϕi)]. (5.14)

The factor (2πfi) indicates that slow extraction acts as a differentiation operator on

the tune. As a consequence, the faster the tune ripple is, the stronger its impact on

the extracted intensity.

Finally, one can substitute the obtained expression for I(t) into Eq. 5.3 and, by

assuming no correlation between spectral components, the duty factor is given by

F = [1 + x]−1 = 1− x+ (...), x =
1
2

∑
i(2πfi)

2(2qi)
2

Q̇2
0

. (5.15)

Since Q̇0 is in the denominator of x, it can be concluded that a faster tune speed

leads to better spill quality. This can be intuitively grasped through Fig. 5.6. As

the resonance boundary oscillates back and forth, the number of extracted particles

will vary for a given Q̇0dt, depending on the instant in time. But, if Q̇0 becomes

sufficiently large, the oscillatory region will be avoided altogether.

Figure 5.6: Steinbach diagram of particles (brown) being pushed towards the unstable
region by an amount Q̇0dt under the influence of ripple. Due to ripple, the unstable
wedge oscillates back (fuchsia) and forth (light pink). When Q̇0 is small (solid black),
the number of extracted particles varies between one and three. When Q̇0 is large
(dashed blue) all three particles get extracted, independently of the wedge location.
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However, increasing Q̇0 naively by a faster magnetic ramp would also lead to a

shorter spill. Still, there are clever ways of counteracting this, such as increasing the

beam momentum spread (since dQx = Q′ · dδ), which is why most chromatic slow

extractions are preceded by ‘momentum-stretching’ RF gymnastics. In fact, it will

later be shown that empty-bucket channelling also exploits the increase of Q̇0 in a

productive way.

5.3 Transfer function

The framework described in the previous section can be naturally expanded with

the formalism of control theory, making a direct connection between time domain

q(t), I(t) and frequency domain q(f), I(f) representations of ripple and intensity over

the spill time Ts via the Fourier transform 1,

q(f) =

∫ Ts

0

q(t) exp(−i2πft)dt, I(f) =
∫ Ts

0

I(t) exp(−i2πft)dt, (5.16)

and finding the transfer function T that connects them:

I(f) =
I(f)

I0
= T (f ; p) ◦ q(f), (5.17)

where ◦ is the function-composition operation, p is a set of machine parameters such as

chromaticity and sextupole strength, and I(f) is the intensity normalised by the DC

component I0 = I(f = 0) =
∫
Ts
I(t)dt = ρQ̇0Ts. I0 is established by the experimental

request and, thus, perturbations are only meaningful in their size relative to this

baseline.

By substituting I(t) from Eq. 5.14 into Eq. 5.17, one can already identify a first

expression for T :

T = 2πf · 1

Q̇0

, (5.18)

which can be conceptualised as a differentiator circuit followed by an amplifier of

gain G = 1/Q̇0, as represented in the block diagram in Fig. 5.7. As expected, the

implications are identical to the ones highlighted in the time domain: (i) fast ripple

is amplified, (ii) large Q̇0 reduces the impact of ripple.

1Control theory works with the more general Laplace transform with basis exp(−st) = exp[−(λ+
i2πf)t], but in this chapter we set λ = 0 since we are only concerned with oscillatory terms.
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Figure 5.7: Block diagram of slow extraction for timescales slower than the transit
time

5.3.1 Low-pass filter

An important feature of slow extraction, which has been ignored so far by restricting

the analysis to slow timescales, is the fact that particles take a non-zero transit time

Ttransit to reach the septum. Moreover, the time depends on the initial phase-space

coordinates, producing a spread ∆Ttransit. These characteristics define the ‘building

block’ of the spill, formally called the impulse response or Green’s function [72], i.e.

the system output to a Dirac-delta input. The transit time and its spread add a

delay τ ∝ Ttransit and a low-pass filter with cutoff frequency fc ∝ 1/∆Ttransit to the

transfer function, respectively. In fact, one can actively try to maximise ∆Ttransit by

adjusting the machine parameters [46], thus decreasing the threshold fc above which

perturbations are suppressed. It is beyond the scope of this thesis to study the detailed

dependence of Ttransit and ∆Ttransit on machine parameters, which is comprehensively

explored in [73, 19]. In so far as this chapter is concerned, it is relevant to note that

the SPS transfer function exhibits a low-pass filter whose cutoff is fc ≈ 100Hz [46].

For this reason, studies in this chapter will focus on ripple frequencies in the range

∼ 10 − 200Hz, as larger frequencies are already heavily suppressed by the low-pass

filter.

Fig. 5.8 compiles all the observations made so far, providing a block-diagram model

of slow extraction. This model establishes a useful framework to discuss spill-quality

phenomena.

Figure 5.8: Block diagram of slow extraction
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5.3.2 Linearity and time invariance of the spill structure

In order to obtain the transfer function T from data, one needs to have knowledge

of both the input q and the output I. In simulation it is easy to obtain both, but in

the real machine it is practically very challenging to measure q, as the perturbations

are typically in the part-per-million range with respect to the nominal-tune band.

However, this thesis is only interested in relative improvements in spill quality, and

not in an absolute characterisation of the SPS transfer function. For the latter, the

reader is referred to [49]. For the former, it is possible to ‘normalise away’ the specifics

of the input q if one assumes linearity and time invariance. These two assumptions

are addressed below.

5.3.2.1 Linearity

So far, the particular size of the input perturbation qi has not been addressed, other

than loosely specifying that it should be small. In fact, the ‘smallness’ of qi can be

made precise. If the inequality

|Q̇0| ≥
∣∣∑

i

(2πfi) · 2qi sin(2πfit+ ϕi)
∣∣ (5.19)

holds, the ripple qi is said to be small. On the contrary, if the inequality is violated,

the contributions from the modulations qi become larger than the mean speed Q̇0. At

this point, there will be certain moments when the beam distribution recedes from the

resonance, instead of moving towards it. This breaks down the ‘continuity equation’

model described by Eq. 5.12, as it would predict that particles are ‘un-extracted’

when −(Q̇
0
+ q̇) < 0. This is obviously unphysical.

In reality, if the ripple becomes large enough, the spill breaks up into discrete

intensity bursts as illustrated in Fig. 5.9. In the frequency-domain interpretation,

an input modulation at frequency fi will not only excite an output modulation at

frequency fi, but also at all higher harmonics required to ‘compose’ discrete bursts 2.

At this point, T will lose the linearity properties given by,

T ◦ (αq1) = αT ◦ q1, T ◦ (q1 + q2) = T ◦ q1 + T ◦ q2, (5.20)

with α ∈ C, and ripple inputs q1, q2. When this threshold has been crossed the

concept of a ‘transfer function’ becomes much less useful as most of its generality is

lost.

2This phenomenon is analogous to that caused by half-wave rectifiers in AC-to-DC conversion.
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(a) Time domain (b) Frequency domain

Figure 5.9: Illustration of three perturbed spills with sinusoidal tune perturbations
of varying perturbation sizes. For a linear perturbation (blue), the flux oscillates
around the mean in time domain. In frequency domain, a single spectral component
is excited. For a non-linear perturbation (red), the spill breaks up into discrete bursts
in time domain, and several harmonics are excited in the frequency domain. For an
infinite/asymptotic perturbation (grey), the spill consists of periodic delta functions
both in time and frequency domain.

For a single sinusoidal ripple of amplitude 2qi, the inequality from Eq. 5.19 can

be simply expressed as,

|Q̇0| ≥ 2πfi · 2qi. (5.21)

The linearity threshold can be verified in simulation, by introducing a sinusoidal tune

ripple with increasingly large 2qi. The result of such a simulation study is shown in

Fig. 5.10, where the procedure has been applied for several input-ripple frequencies

fi. As soon as the linearity threshold is passed, the transfer function at fi starts to

saturate. The ‘missing’ power is used to excite high harmonics of fi, i.e. n ·fi, n ∈ Z+

(not shown), as was already illustrated in Fig. 5.9.

Supported by previous characterisations of the SPS spill [49], this chapter assumes

that condition 5.19 holds, which enables us to work in the linear regime. Under

linearity, T does not depend on the magnitude of q and one can compute the relative

ripple-reduction coefficient G(f) between an old and a new machine configuration as

follows:

G(f) =

∣∣∣∣Tnew(f)

Told(f)

∣∣∣∣ = ∣∣∣∣Inew(f)Iold(f)

∣∣∣∣, (5.22)

where Inew and Iold are the new and old extracted-intensity spectra, respectively,

which can be directly obtained from measurement/simulation. Notice that there is

no need to have knowledge about the specifics of q(f). Even if linearity were not

satisfied exactly, the error would grow slowly with the magnitude |q|, still making

linear analysis a useful first-order approximation.
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Figure 5.10: Spill-ripple amplitude (|I(fi)|, normalised to integrated intensity I0)
vs. tune-ripple amplitude (q(fi)) for different ripple frequencies (fi), simulated in
henontrack. q(fi) has been normalised so that the linearity boundary is reached
when the input equals 1. The physical limit is reached asymptotically, as the input
amplitude grows towards infinity.

5.3.2.2 Time invariance

Linearity is crucial in order to ‘normalise away’ the specific input q, but it is not

sufficient. If one wants to compare two different instants in time (either within the

same spill or across different spills), time invariance of q is also required.

Under time invariance, one can compute the relative ripple-reduction coefficient

G(t) between an old and a new machine configuration as follows:

G(t) =

√
1−Fnew(t)

1−Fold(t)
, (5.23)

where Fnew and Fold are the new and old duty factors, respectively, which can directly

be obtained from simulation/measurement.

In the real machine, time invariance is not exactly satisfied. For example, the

voltage and frequency of the main grid are known to have modulations over time,

which will inevitably affect the power-converter AC-to-DC conversion. Still, time

invariance is approximately satisfied and its violation will simply be taken as a source

of statistical error.

5.3.3 Nominal SPS transfer function

Finally, the nominal SPS slow-extraction transfer function was obtained from simu-

lation. This transfer function will serve as a baseline to quantify the ripple-reduction
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obtained via empty-bucket channelling. It also demonstrates the features from the

block-diagram framework outlined in this chapter. Two different methods were used

to obtain the transfer function:

• Sinusoidal-input scan: A single sinusoidal perturbation is injected for each spill.

The frequency fi is scanned across the relevant range from spill to spill. The

tune perturbation is applied each turn k as follows:

q[k] = 2qi sin(2πfik). (5.24)

• Noise input: a wide-band perturbation is injected for each spill, with a spectral-

density profile that covers the entire frequency range of interest. Several spills

are averaged to reduce the intrinsic variations of the noise. A Gaussian-noise

tune perturbation is applied each turn k as follows:

q[k] ∼ N (µ = 0, σ). (5.25)

Since both inputs and outputs are known in simulation, one can then extract the

transfer function from either method. The former method can be conceptualised as a

point-by-point approach, while the latter is a statistical approach. Figure 5.11 shows

the outcome of the study, highlighting all the characteristics discussed so far. The

result is in good quantitative agreement with previous tune-to-intensity characterisa-

tions of the SPS transfer function [46], showing a cutoff frequency fc ≈ 100Hz and a

low-pass filter of approximately second order. In conclusion, the framework of control

theory allows us to formalise the problem of spill quality. Moreover, simulation tools

can be exploited to extract quantitative insights about T . The same approach will

be used throughout this chapter.

5.4 Empty-bucket channelling for ripple reduction

5.4.1 Concept

The concept and basic parametrisation of empty-bucket channelling were described

in detail in Chap. 3. It was shown that one can restrict longitudinal trajectories to

tight channels between buckets as transverse trajectories gain amplitude and reach

the septum. Furthermore, due to chromaticity Q′, the longitudinal kicks from the

RF have an effect on the transverse motion, as a voltage kick V over one revolution

period 1/f0 effectively becomes a transverse-tune kick
∫ 1/f0
0

dQx via the relationship
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Figure 5.11: Nominal SPS transfer function (T ), simulated in henontrack. Both the
magnitude (top) and the phase (bottom) of T are shown.

∫ 1/f0

0

dQx = Q′
∫ 1/f0

0

dδ = Q′ · eV

β2
rE0

. (5.26)

This is, in essence, the coupling one can exploit to improve spill quality, as origi-

nally realised in the 1980s by Cappi and Steinbach [16]. As described in the section

above, increasing the tune speed Q̇0 across the resonance boundary is equivalent to

reducing the gain of the transfer function that connects tune ripple to spill. If one

does so naively by increasing the magnetic-ramp speed by a factor K, the spill length

will be shorter by that same factor. However, by using an empty RF bucket near the

resonance boundary, one can create that same speed-up K only locally, as illustrated

in Fig. 5.12. This splits momentum/tune space into two regions: (i) a highly popu-

lated region far from the RF frequency, where the tune speed is low and determined

by the magnetic ramp, (ii) a low-population region with a tune speed higher by a

factor K, where RF and beam are close in frequency, causing voltage kicks to add up
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coherently.

Figure 5.12: Empty-bucket channelling for ripple suppression, represented in longi-
tudinal phase space (bottom) and Steinbach diagram (top), simulated in henontrack.
The RF generates empty buckets (fuchsia) aligned with the resonance (red). Particles
(sky-blue) channel between consecutive buckets and cross the resonance boundary at
high tune-speeds.

In fact, it is easy to derive K’s upper bound for a given peak voltage V0. At most,

particles will have a net tune speed Q̇0,max given by

Q̇0,max = Q̇0 + f0

∫ 1/f0

0

dQx = Q̇0 + f0Q
′ eV0
β2
rE0

, (5.27)

i.e. the nominal tune speed plus the additional contribution from the peak of the RF

wave (from Eq. 5.26). This leads to a maximum speed-up Kmax that can be expressed

as

Kmax =
Q̇0,max

Q̇0

= 1 +
1

Γ
, (5.28)

where Γ = sinϕs is the stable-phase sine. In reality, particles with different arrival

times will sample a different voltage along the sinusoidal RF waveform, yielding a

smaller average speed-up than Kmax. Regardless, the net speed-up can be made quite
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large as particles are not uniformly distributed along the ring during channelling. In

short, the improvement in spill quality can be understood as a consequence of the

average speed-up K across the resonance boundary, which will depend on the empty-

bucket channelling parameters as well as the beam distribution.

We can conclude that empty-bucket channelling introduces a ripple-reduction coef-

ficient Gebc = 1/K, which corresponds to adding an attenuator of gain Gebc < 1 to the

slow-extraction block diagram, as shown in Fig. 5.13. The appeal of empty-bucket

channelling becomes apparent in comparison to actual ‘control theory’-based (e.g.

feedback, feed-forward) solutions: a broad-band ripple suppression can be achieved

through the beam dynamics directly, circumventing typical concerns such as loop sta-

bility and measurement noise. Gebc can be extracted from simulations/measurements

using Eqs. 5.23 5.22.

Figure 5.13: Block diagram of slow extraction with empty-bucket channelling

5.4.2 Semi-analytical estimate of ripple-reduction coefficient

A semi-analytical formula for K can be derived in terms of the bucket offset ∆RF =

(δRF − δres)/δ̂bucket, which controls the bucket alignment; and the stable-phase sine

Γ, which controls the maximum speed-up. Figure 5.14 provides a visual sketch of the

derivation (details available in [74]), which is performed as follows:

1. For a given Γ and ∆RF , the longitudinal Hamiltonian from Eq. 2.53 is used to

identify the channel boundary points τleft and τright at the resonant momentum.

2. The RF voltage is averaged over the channel domain, which, if aligned properly

for ripple suppression, only samples points where the speed-up is large.

3. The average voltage is compared to the energy change per turn provided by the

magnetic ramp (Eq. 3.7), arriving at the expression:

K = − 1

Γ∆ϕ

∫ ϕright

ϕleft

sinϕdϕ = 1 +
1

Γ
· α, α =

[
cosϕright − cosϕleft

∆ϕ

]
, (5.29)
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Figure 5.14: Illustration of tune speed-up due to empty-bucket channelling, shown
in longitudinal phase space. Particles crossing the resonance sample the RF voltage
along the channel domain (τ ∈ (τleft, τright), solid black), which provides additional
acceleration (quantified by the RF voltage divided by the energy-change per turn
eV
∆E

).

where ϕ = −2πfRF τ is the phase w.r.t the RF voltage and ∆ϕ = ϕright − ϕleft the

channel-width. Figure 5.15 shows K for Γ = 0.1 as a function of ∆RF . Several

observations can be made both from Eq. 5.29 and Fig. 5.15:

• K is directly proportional to the RF voltage, i.e. inversely proportional to Γ.

• K can be interpreted as Kmax from Eq. 5.28 weighted by a geometric factor

α ≤ 1, which depends on the alignment ∆RF
3.

• K is not maximised when resonance and bucket are perfectly aligned (∆RF = 0),

but when ∆RF is offset towards the waiting beam (∆RF > 0).

3One can verify that one recovers Kmax (i.e. α → 1) by re-writing ϕright = ϕleft+∆ϕ and taking
the limit ϕleft → π/2, ∆ϕ → 0, i.e. moving towards the crest and reducing the channel-width
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• The speed-up is not symmetrical w.r.t. ∆RF = 0 since the accessible phase-

space region is different when moving into (∆RF < 0) or away (∆RF > 0) from

the empty bucket.

Intuitively, we may picture the beam as an incompressible fluid travelling through

the RF channel (See Sec. 2.5.2), where its vertical velocity determines the speed-upK.

Therefore, the narrower and the more up-right the channel is, the larger K becomes.

Figure 5.15: Channel-width and tune speed-up (K) for a representative case of empty-
bucket channelling, computed semi-analytically. In this picture, the beam comes
from above and encounters the resonance at some point in the traversal through the
channel, which determines its K. This is why the bucket offset (∆RF ) goes from
negative to positive values.

The semi-analytical estimate of the ripple-reduction coefficient (Gebc = 1/K) will

be useful to explain the depth of the ripple-suppression region, as a function of relevant

parameters.

5.4.3 Ripple reduction for large bucket offsets

The semi-analytical approach above assumed that particles were extracted immedi-

ately upon crossing the resonance, which allowed us to equate K to the acceleration

across the boundary. Moreover, K was computed by averaging over all phases avail-

able within the RF channel, which yielded K = 1 as soon as |∆RF | > 1 (since∫ 2π

0
sin(ϕ)dϕ = 0).

In practice, as discussed in Sec. 5.3.1, unstable particles takeO(100−1000) turns to

get extracted and, therefore, stay near the stability boundary for non-negligible spans

of time. Furthermore, particles that are kicked towards the resonance (positiveK) are
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more likely to become unstable than those kicked away from it (negative K), which

means that the empty bucket may still produce a speed-up even if |∆RF | > 1. Note

that in this latter case the name empty-bucket ‘channelling’ is somewhat misleading,

since particles are not really channelled between empty buckets but rather oscillate

in momentum as shown in Fig. 5.16. Therefore, empty-bucket rippling will be used

for configurations where |∆RF | > 1.

Figure 5.16: Illustration of empty-bucket rippling for a large bucket offset ∆RF =
−1.5. Even though trajectories (black) are not channelled between buckets, they still
preferentially point into the resonance (solid), as supposed to away (dashed), because
the beam approaches the resonance from above.

As a consequence of these two phenomena, the beam experiences an ‘effective’

K different from the instantaneous K from Eq. 5.29. In fact, one can think of the

simulation studies in this chapter as a tool to numerically compute this effective K.

Still, a simple heuristic study is presented in this section, which will help intuitively

explain the dependence of Gebc on various parameters. Let’s suppose that a positive

voltage kick accelerates a particle towards the resonance and a negative RF kick

decelerates it away from it4. Then, for a strip of particles with momenta slightly

smaller than the resonant momentum, particles near the RF crest are the ones most

likely to be pushed into the resonance by the RF kicks. If one focuses on a particle

starting precisely at the RF crest, two observations can be made:

4In the SPS the opposite is true, since particles start with momenta larger than the resonant
momentum. In any case, the same logic applies.
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• During a ripple period Ti =
1
fi
, the particle slips away from the crest, subse-

quently receiving smaller RF kicks. If the period is short (fi is large), this effect

is small. On the contrary, if the period is long (fi is small), the particle may

slip enough to reach the trough of the RF wave, resulting in a reduction of the

effective K.

• As the particle drifts in phase with respect to the RF, the time needed to slip

from the peak to the trough will determine the effective voltage integrated along

the trajectory for a fixed time Ti. If the time to slip by one full period Tslip is

short, the slippage effect will be significant and will reduce the effective K by

averaging out all RF phases.

A graphical illustration of the two criteria is shown in Fig. 5.17. These observations

may be summarised by computing the ratio r as follows:

r =
Ti
Tslip

≈ hf0η∆RF δ̂bucket
fi

, (5.30)

where δ̂bucket is the bucket height from Eq. 2.56, which depends on Γ and h (amongst

other lattice parameters). It has been assumed that |∆RF | >> 1 so that trajectories

have practically constant δ and Tslip can be taken to be proportional to the relative

momentum offset.

When r is small/large, the effective K is large/small. This simple metric r will

be useful to explain the width of the ripple-suppression region with respect to ∆RF ,

as a function of other relevant parameters.

5.5 Ripple-reduction simulations

This section explores the dependence of Gebc on the bucket offset ∆RF , the stable-

phase sine Γ, the ripple frequency fi and the RF harmonic h. These simulation studies

are crucial to optimise the ripple suppression effect of empty-bucket channelling and

select a good working point.

5.5.1 Dependence on RF harmonic

The first choice to be made in the SPS is whether to use the 200MHz (h = 4620)

or the 800MHz (h = 18480) system to produce empty buckets. Section 5.6 uses

the former, as data was already available from the bunched-beams test described in
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Figure 5.17: Illustration of RF slippage (dashed and dotted lines) along the RF wave-
form during one ripple period Ti. The effective voltage (integral along the slippage)
will depend on the slippage time Tslip and the ripple period Ti.

Chap. 4. Section 5.7 uses the latter, since it will turn out to be more convenient for

an operational implementation.

In order to explore the functional dependence on the RF harmonic, a simulation

grid-scan was performed, where h and ∆RF were varied while keeping Γ = 0.02 and

fi = 50Hz. This particular Γ has been chosen because it will be the one used later in

Sec. 5.7. In any case, the dependence on Γ will be studied in detail in the following

section.

Unlike in the real machine, any h can be chosen in the simulation study, providing

a more complete picture of the functional dependence of Gebc, as shown in Fig. 5.18.

It can be seen that lower h provides a wider ripple-reduction valley, which would make

the implementation more robust to jitter and errors in general. This dependence is

well captured by r: a smaller h leads to a longer RF period; therefore, a particle at

the RF crest takes a longer time to slip out of phase and ‘lose’ its initial speed-up K.

The functional dependences for the SPS RF systems (h = 4620, 18480) are shown

again in Fig. 5.19, where h has been fixed and the variation of Gebc with respect

to ∆RF is shown. The same pattern as above is clear: the higher-harmonic cavity

exhibits a narrower valley of ripple suppression. In this regard, the 200MHz system

is more desirable for an operational implementation.
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(a) Gebc (b) r

Figure 5.18: 50Hz-ripple-reduction coefficient (Gebc(50Hz), Subfig. 5.18a) and metric
from Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.18b) vs. RF harmonic h and bucket offset ∆RF

(for stable-phase sine Γ = 0.02), simulated in henontrack.

(a) Gebc (b) r

Figure 5.19: 50Hz-ripple-reduction coefficient (Gebc(50Hz), Subfig. 5.19a) and metric
from Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.19b) vs. bucket offset ∆RF (for RF harmonics
h = 4620, 18480 and stable-phase sine Γ = 0.02), simulated in henontrack. The
‘Poisson limit’ line shows the minimum G achievable due to the finite statistics of the
simulation.

5.5.2 Dependence on RF voltage

Once the RF harmonic has been specified, its voltage must be chosen, which will

determine Γ for a given momentum-ramp rate through Eq. 3.8. Figure 5.20 shows

the dependence of Gebc(50Hz) on Γ and ∆RF for h = 18480. This harmonic has been

chosen instead of h = 4620 because it will be the one used in Sec. 5.7. In any case, the

suppression pattern for other harmonics has already been discussed in the previous

section. The contour plot verifies the prediction from the semi-analytical estimation

of K: optimal surpression is obtained when the empty bucket is offset towards the

beam ∆RF > 0.

Figure 5.21 shows Gebc(50Hz) for three different Γ-s, demonstrating that higher

98



(a) Gebc (b) r

Figure 5.20: 50Hz-ripple-reduction coefficient (Gebc(50Hz), Subfig. 5.20a) and metric
from Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.20b) vs. stable-phase sine Γ and bucket offset
∆RF (for RF harmonic h = 18480), simulated in henontrack.

voltage (smaller Γ) leads to better ripple suppression. The explanation is simple: the

larger the voltage, the larger the tune speed. Interestingly, Gebc(50Hz) exhibits two

minima as a function of ∆RF , one for ∆RF > 0 (global min.) and one for ∆RF < 0

(local min.). This is a real phenomenon coming from the non-linear nature of empty-

bucket channelling and is later shown in measurement in Sec. 5.7. The mechanism is

explained conceptually in Appendix D.3.

(a) Gebc (b) r

Figure 5.21: 50Hz-ripple-reduction coefficient (Gebc(50Hz), Subfig. 5.21a) and metric
from Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.21b) vs. bucket offset ∆RF (for stable-phase
sines Γ = 0.1, 0.02, 0.005 and RF harmonic h = 18480), simulated in henontrack. The
‘Poisson limit’ line shows the minimum G achievable due to the finite statistics of the
simulation.
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5.5.3 Dependence on ripple frequency

Once h and Γ have been chosen, the last step is to scan ∆RF and find a working

point where ripple suppression is optimised. To do so, Gebc is computed for a few

outstanding frequencies fi in the spill as ∆RF is varied. Figure 5.22 shows the Gebc

landscape as a function of fi and ∆RF , with Γ = 0.02 and h = 18480. It can be

observed that slower fi show narrower suppression valleys. This is consistent with

the qualitative metric r introduced in Sec. 5.4.3, Eq. 5.30: the slower fi, the longer

the time Ti particles have to slip away from the RF crest.

(a) Gebc (b) r

Figure 5.22: Ripple-reduction coefficient (Gebc(fi), Subfig. 5.22a) and metric from
Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.22b) vs. ripple frequency fi and bucket offset ∆RF

(for Rf harmonic h = 18480 and stable-phase sine Γ = 0.02), simulated in henontrack.

In the case of the SPS, the 50Hz and 100Hz ripples are the most prominent,

and therefore the best observables to optimise spill quality. Figure 5.23 shows the

dependence of Gebc on ∆RF for these two frequencies. The 100Hz valley is wider than

the 50Hz valley, which is also encapsulated in r. This means that it easier to minimise

Gebc(fi = 100Hz) for an initial coarse search, which must be later complemented with

a minimisation of Gebc(fi = 50Hz) during a finer scan.

5.6 Low-intensity implementation with the 200 MHz

system

The data used below were extracted from the acquisitions made for bunched beams

in the previous chapter, allowing us to demonstrate the ripple-suppression effect of

empty-bucket channelling without the need to request additional beam test time.

These data include three different 200MHz RF-system voltages (high-V: 1MV, mid-

V: 0.1MV and low-V: 0.05MV) at a variety of different frequency offsets ∆RF . They
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(a) Gebc (b) r

Figure 5.23: Ripple-reduction coefficient (Gebc(fi), Subfig. 5.23a) and metric from
Sec. 5.4.3, Eq. 5.30 (r, Subfig. 5.23b) vs. bucket offset ∆RF (for ripple frequency fi =
50Hz, 100Hz, RF harmonic h = 18480 and stable-phase sine Γ = 0.02), simulated
in henontrack. The ‘Poisson limit’ line shows the minimum G achievable due to the
finite statistics of the simulation.

correspond to Γ = 0.005, 0.05, 0.1, respectively. It is important to note that the data

were taken at ∼ 1/100th of nominal intensity, i.e. 4× 1011 protons-per-pulse.

Via spectral analysis of the spill time structure, Gebc(fi = 50, 100Hz) was com-

puted for each Γ,∆RF pair, by using Eq. 5.22. Figure 5.24 shows the outcome of

such analysis, as well as the corresponding simulation output and the semi-analytical

estimate Gebc = 1/K (where K is computed from Eq. 5.29). The semi-analytical

estimate can predict the maximum achievable suppression (smallest Gebc) for a given

voltage, but fails to capture the dependence on ∆RF (as expected from Sec. 5.4.3,

Eq. 5.30). This is already useful, since an approximate best Gebc can be evaluated at

practically no cost for a given available RF voltage. On the other hand, the simula-

tion output tracks the measurements reliably for the low-V and mid-V cases. This

suggests that it could be employed to explore a larger parameter space offline or even

construct a surrogate model of the (Γ,∆RF ) → Gebc mapping, which has been done

and exploited for other processes in the SPS [63]. The model even reproduces the

distinct behaviours of Gebc(fi = 50Hz) and Gebc(fi = 100Hz), whose dependencies on

∆RF are not exactly the same. This is not surprising, since the ‘effective’ Gebc is not

expected to be identical as the ratio r from Sec. 5.4.3, Eq. 5.30 will be different. For

the high-V case, however, a larger disagreement can be observed between data and

simulation. For this configuration, the perturbation from the RF kicks is very large,

and a more complete model of the SPS beam dynamics would be needed to better

capture the impact on the spill ripple.

Overall, the measurements demonstrate that significant ripple suppression of the
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(a) High-V

(b) Mid-V

(c) Low-V

Figure 5.24: Ripple-reduction coefficient Gebc vs. bucket offset ∆RF for three different
200MHz-system voltages (each shown separately in Subfigs. 5.24a, 5.24b, 5.24c). The
plots include a semi-analytical estimate (formula), measurement data and simulation
in henontrack. The measurement error-bars show total shot-to-shot variations. Hori-
zontal black lines have been drawn at suppression factors of 1, 2 and 5x for additional
visual aid.
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50Hz and 100Hz ripples can be achieved via empty-bucket channelling. It is impor-

tant to mention, however, that the higher the voltage the larger the perturbation on

the extracted beam will be. In particular, as studied in Chap. 4, the high-V setting

produces a significant increase in beam loss due to substantial emittance blow-up of

the extracted separatrix. This makes it unsuitable for an operational implementation

as already discussed in Chap. 4. Still, both the mid-V and low-V setups include

settings with negligible loss increase and spill-quality improvements of ∼5x. In gen-

eral, one should choose the minimum voltage that still leads to acceptable ripple

suppression.

5.7 High-intensity implementation with the 800

MHz system

Having demonstrated the potential of empty-bucket channeling with the 200MHz RF

system at low intensity, additional time was secured to perform tests at operational

intensity (4 × 1013 protons-per-pulse). In this case, the 800MHz RF system was

chosen for the implementation. There are two critical reasons why the latter system

is preferable:

1. Experimental users in the North Area are less affected by 1.25 ns = 1
800MHz

structures compared to 5 ns = 1
200MHz

. On the one hand, 1.25 ns is close to their

detectors’ time-resolution; on the other hand, for some experiments the particle

rate is too low to measure the structure altogether.

2. The 200MHz system is already used in operation for beam-loading compensa-

tion during the first 800ms of flattop [75]. It would be challenging to overload

the program with the additional task of empty-bucket channelling, not least be-

cause these two manipulations need to be operated at different frequency offsets

from the beam, as illustrated in Fig. 5.25.

The next step was to choose the RF voltage of the 800MHz system. For the

tests, a single cavity was available, which limited the voltage in the range V0 ∈
[0.2MV, 0.7MV], which corresponds to Γ ∈ [0.006, 0.02]. The lower limit of V0 is

imposed to ensure the cavity’s closed-loop stability. In order to minimise the un-

wanted perturbations on the extracted beam, the minimum available voltage was

chosen for the high-intensity implementation (V0 = 0.2MV, Γ = 0.02). Based on the

simulation results from Sec. 5.5.2 and the measurements with the 200MHz system
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Figure 5.25: Illustration of the conflict between the desired working points for beam
loading vs. empty-bucket channelling. The vertical lines show the fundamental-
harmonic frequency frev = fRF/h for each of the RF systems.

(Sec. 5.6), such voltage was predicted to be more than enough to obtain significant

ripple reduction.

5.7.1 Narrow-band ripple

In a similar fashion to the 200MHz tests, the first step was to scan ∆RF while observ-

ing Gebc(50Hz) and Gebc(100Hz). Figure 5.26 shows the result of the scan, includ-

ing both measurement data and simulation outcome. It can be concluded that the

800MHz system can also be exploited to successfully suppress ripple. Moreover, the

simulation outcome captures the different functional behaviours of Gebc for the 50Hz

and 100Hz ripples. The latter shows a wider ‘suppression valley’, which is expected

from the discussion in Sec. 5.4.3, Eq. 5.30. In addition, the ‘two-minima’ structure

of Gebc alluded to earlier (See Sec. 5.5.2) can be observed in both simulation and

measurement.

5.7.2 Broad-band ripple

So far, the discussion of ripple has focused on particular narrow-band components,

namely 50Hz and 100Hz. This makes sense from a practical standpoint, since they

are the main contributors to spill non-uniformities and, therefore, the priority when

it comes to mitigation. From an academic standpoint, it must not be forgotten that
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(a) fi = 50Hz (b) fi = 100Hz

Figure 5.26: Ripple-reduction coefficient Gebc vs. bucket offset ∆RF for 800MHz sys-
tem (for stable-phase sine Γ = 0.02, RF harmonic h = 18480). Subfigures 5.26a, 5.26b
show measurement, simulation in henontrack and semi-analytical estimate (formula)
for a ripple frequency of 50Hz and 100Hz, respectively. The measurement error-bars
show the total shot-to-shot variations.

empty-bucket channelling should deliver broad-band suppression of ripple by acting

on the beam dynamics directly. This subsection demonstrates that this is indeed the

case.

In order to acquire a statistically significant sample of spills, empty-bucket chan-

nelling was carried out with the fixed settings ∆RF = 0.8 and Γ = 0.02. The broad-

band spectrum of the spill was compared to the spills delivered during nominal op-

eration. Figure 5.27 shows the comparison of the two scenarios. As a caveat, the

50Hz magnitude is the only one that cannot be directly compared, since during op-

eration a feed-forward controller is deployed on the focusing quadrupole current to

minimise it [76]. Although empty-bucket channelling is fully compatible with it, the

controller was not active during the test to study Gebc in isolation. However, this

is not a problem for this study since the focus lies on understanding the effect of

empty-bucket channelling on the overall spectrum distribution and not on particular

narrow-band components. In other words, we want to characterise how the statistical

properties of the spill perturbations are affected. When looking at Fig. 5.27, the effect

of empty-bucket channelling is clear: in the time domain, the particle count variation

is significantly reduced; in the frequency domain, all AC magnitudes are suppressed.

The spill data with empty-bucket channelling on and off can be exploited to com-

pute Gebc, both as a function of time (with Eq. 5.23) and frequency (with Eq. 5.22).

These observables can be compared to those obtained via simulation as shown in

Fig. 5.28. The simulation study was performed by injecting broad-band white noise

on the betatron tune Qx, in similar fashion to the procedure utilised in Sec. 5.3.3
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(a) Nominal operation

(b) Empty-bucket-channelling test (RF harmonic h = 18480, stable-phase sine Γ = 0.02
and bucket offset ∆RF = 0.8).

Figure 5.27: Spill structure in time (left) and frequency (right) measured with the
NA62 GTK detector. Ten representative cycles have been used to obtain the mean
and standard deviation. The ‘Poisson limit’ line indicates the approximate noise floor
of the measurement due to finite statistics.

to extract the SPS transfer function. Good agreement of the average Gebc can be

observed both in the time and frequency domains. For the latter, the effect of the

low-pass filter at fc ≈ 100Hz is clearly visible, as |I(f)| is suppressed down towards

the Poisson limit for both configurations.

5.7.3 Long-term behaviour

Having characterised both the narrow-band and broad-band effects, the SPS North-

Area physics experiments agreed to a series of three operational tests. The goal

was to study the long-term behaviour of Gebc(50Hz) and Gebc(100Hz), as well as to

asses the compatibility with nominal operation. This period also allowed the physics
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(a) Time domain

(b) Frequency domain

Figure 5.28: Broad-band ripple-reduction coefficient Gebc for the operational test
conditions (RF harmonic h = 18480, stable-phase sine Γ = 0.02 and bucket offset
∆RF = 0.8), measured and simulated in henontrack. In both simulation and mea-
surement, ten spills have been used to compute Gebc, which leads to some noise due to
the finite statistics per bin. The output is shown both in time domain (Subfig. 5.28a)
and in frequency domain (Subfig. 5.28b). Horizontal black lines have been drawn at
suppression factors of 1, 2 and 5x for additional visual aid.

experiments to acquire data under the new conditions, which was later used to asses

whether the implementation affected their analysis. The empty-bucket channelling

setup was fixed at ∆RF = 0.8 Γ = 0.02 and h = 18480. For all tests, the feed-forward

controllers that correct the 50Hz and 100Hz ripples were locked at their last pre-

test values. By keeping the controllers in a steady state, the effect of empty-bucket
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channelling could be decoupled from that of the controllers.

Figure 5.29 shows the spill-by-spill Gebc(fi = 50, 100Hz) throughout all three

operational tests, with data before and after the tests serving as a nominal baseline

for comparison. By looking at the histograms in the right-hand side subplots, it is

clear that empty-bucket channelling provides a significant improvement. Both the

mean and spread of Gebc are reduced, with the average improvement factor ranging

between 3 and 4x, depending on the day and the frequency.

It is important to mention that empty-bucket channelling provides a relative ripple

suppression Gebc, so drifts or variations of the ripple baseline q(f) (i.e. violation of

time invariance, see Sec. 5.3.2) will still be seen on the spill. For example, Fig. 5.29a

clearly demonstrates a factor ∼ 2 drift of this kind over the course of test (a time

length of ∼ 1h). This is caused by the slow variations in the 50Hz AC current

provided by the main grid.

5.8 Additional considerations

On top of achieving ripple suppression, one must ensure that empty-bucket chan-

nelling does not perturb the extraction significantly. As discussed in Sec. 4.4, the RF

kicks affect the transverse and longitudinal structure of the extracted beam, which

can lead to beam loss and a reduction of integrated intensity. Unlike in Chap. 4,

where RF structure was deliberately imprinted on the beam, an implementation for

nominal operation would have to be as transparent as possible. This section examines

these aspects using both simulation and the results from the tests described above.

5.8.1 RF structure

It is inevitable that empty-bucket channelling will introduce some longitudinal struc-

ture on the extracted beam, as particles must be channeled between consecutive RF

buckets. Unlike in Chap. 4, the goal in this chapter is to minimise this RF structure

while maintaining substantial ripple suppression. In fact, strong RF structures are

undesirable for fixed-target experiments, as they can spoil data acquisition.

Firstly, if one aims at minimising RF structure, it turns out to be beneficial to use

a high-harmonic cavity. In the case of the SPS, using the h = 18480 system instead

of the h = 4620 system turns out to be the correct choice. To verify this point,

Fig. 5.30 shows the outcome of a simulation study, where the standard deviation

of the extracted bunch σ (normalised to the RF period) has been computed as a

function of h and ∆RF (for Γ = 0.02). Larger σ implies less RF structure, with
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(a) Test on 23/9/2022.

(b) Test on 13/10/2022.

(c) Test on 19/10/2022.

Figure 5.29: Measured spill-by-spill ripple-reduction coefficient Gebc before, during
(grey) and after operational tests. Subfigures 5.29a, 5.29b, 5.29c show the outcomes
for a different test day. For each test, the right subplots show the Gebc histograms
for each ripple frequency fi. Horizontal black lines have been drawn at suppression
factors of 1, 2 and 5x for additional visual aid.
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σ = 1/
√
12 = 0.289... being the standard deviation of a uniform distribution. Indeed

σ becomes larger as h is increased, and the advantage of the h = 18480 system with

respect to the h = 4620 system is clear.

(a) h,∆RF grid-scan (b) ∆RF scan , h = 4620, 18480

Figure 5.30: Bunch length (σ, normalised to RF period) vs. RF harmonic h and
bucket offset ∆RF (for Γ = 0.02), simulated in henontrack. Subfigure 5.30a shows a
grid scan over a wide range of harmonics, while Subfig. 5.30b shows the cross sections
for the two available harmonics in the SPS.

The fact that higher h leads to larger σ can be understood when one looks at the

empty-bucket channelling phenomenon in longitudinal phase space. Figure 5.31 shows

the extracted particle distribution in longitudinal phase space for identical choices of

Γ = 0.02 and ∆RF = 0 and different harmonic numbers, namely h = 4620, 18480.

The h = 18480 bucket has half the height of the h = 4620 bucket which results in a

2x increase in drms (resonance stop-band width divided by bucket height). Inevitably,

this leads to a larger σ, as some particles become resonant where the RF channel is

still wide. It is important to emphasise that the channels have identical normalised

widths (since only Γ controls the bucket geometry as shown in Sec. 2.4.4), but the

‘integration window’ drms is larger for the h = 18480 case.

NA62 performed their nominal analysis routine on the data acquired during the

empty-bucket-channelling tests. They confirmed that the manipulation was trans-

parent to their analysis [77]. Still, the mild 800MHz structure could be observed on

the acquired data, as shown in Fig. 5.32, which indirectly verified that empty-bucket

channelling was properly aligned.

5.8.2 Integrated Intensity

The mechanism for the reduction of integrated intensity was discussed in detail in

Sec. 4.4.3. In essence, low-Ax particles can be accelerated too quickly through the

resonance stop-band, becoming stable again before they can gain enough amplitude
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(a) RF harmonic h = 4620 (b) RF harmonic h = 18480

Figure 5.31: Slow-extracted particle distribution in longitudinal phase space for
bucket offset ∆RF = 0 and stable-phase sine Γ = 0.02 (simulated in henontrack)
for the two available harmonics in the SPS: h = 4620 (shown in Subfig. 5.31a) and
h = 18480 shown in Subfig. 5.31b).

Figure 5.32: Extracted 800MHz time structure with (on) and without (off) empty-
bucket channelling, measured with NA62 Giga-TracKer detector (GTK). The plot
shows a window of 5 ns, averaged over 4 s to obtain sufficient statistics.

to reach the septum. Figure 5.33 shows the dependence of the integrated intensity on

∆RF for the empty-bucket channelling settings used in the high-intensity tests (i.e.

h = 18480, Γ = 0.02). Both simulation and measurement are included. In similar

fashion to the RF structure, the region where integrated intensity is reduced does

not correspond to the region where ripple suppression is maximised. Therefore, it is

possible to find a working point where the integrated intensity is close to nominal,

while ripple is still substantially suppressed. A grey region has been outlined in
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Fig. 5.33, which indicates a ‘forbidden region’ where the integrated intensity is reduced

by more than 0.5%. To obtain both ripple reduction and high integrated intensity,

the manipulation must be operated outside the ‘forbidden region’, which corresponds

to approximately |∆RF | ≥ 0.8 for the setup shown here.

Figure 5.33: (Top) Integrated intensity (I0, normalised to nominal extraction) vs.
bucket offset ∆RF , measured and simulated in henontrack. (Bottom) ripple-reduction
coefficient Gebc vs. ∆RF (measurement mean).

In order to asses the long-term behaviour of I0, Fig. 5.34 shows the non-extracted

intensity (i.e. 1 − I0) for the three different operational tests, as well as a reference

day with nominal conditions. It can be seen that the non-extracted intensity can be

slightly higher during the tests. This is most likely for two reasons: (i) the chosen

working point with ∆RF = 0.8 is right at the edge of the region highlighted in Fig. 5.33

and (ii) changes in super-cycle as well as machine jitter can perturb ∆RF . This could

be mitigated by choosing a slightly larger ∆RF or by actively optimising the RF

frequency from cycle to cycle with an automatic feed-forward routine.
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Figure 5.34: Internally-dumped intensity at the end of the cycle, as a percentage of
total intensity. The violin plots correspond to the three tests and a reference day
when empty-bucket channelling was off (ref).

5.8.3 Transverse effects & beam loss

The last aspect to consider is beam loss. Several R&D efforts have been made in

the SPS to reduce beam loss during slow extraction [47] [63] [40]. Loss reduction is

critical to ensure equipment longevity and acceptable radio-activation while fulfilling

future high-intensity requests [41]. Therefore, it is important that an operational

empty-bucket-channelling implementation is compatible with these efforts.

Section 4.4.4 discussed the mechanism by which empty-bucket channelling can

lead to a deformation of the transverse phase space presented at the septum. It was

identified that, to first order, the effect can be characterised by the change in length

loutrms and width wout
rms of the extracted separatrix. The simulated dependence of these

two quantities as a function of ∆RF (for Γ = 0.02 and h = 18480) can be compared

to measurement using the Beam Screen Grids (BSGs) in the transfer line. This is

done by choosing two grids that have a convenient phase advance with respect to the

extraction septum, so that the measured beam size corresponds almost exclusively

either to the radial length (spatial dimension at the septum) or to the azimuthal

width (angular dimension at the septum) of the rotating separatrix. Figure 5.35

shows this comparison between simulation and measurement, where one can observe

good functional agreement between the horizontal beam size and the separatrix width

or length as a function of ∆RF . For a more detailed prediction of the beam’s transverse
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features, element-by-element tracking would be required, both in the SPS ring and

the TT20 transfer line.

(a) BSGH.210156 (b) BSGH.230505

Figure 5.35: Measurement (data): Horizontal beam size (xstd) vs. bucket offset ∆RF

at two different BSGs (Subfigs. 5.35a, 5.35b). Simulation (sim.): Separatrix length
loutrms (Subfig. 5.35a) or width w

out
rms (Subfig. 5.35b) vs. bucket offset ∆RF .

Finally, Fig. 5.36 shows the long-term behaviour of the beam loss during the three

operational tests, as well as a reference day operated at nominal conditions. The

beam loss during the tests is comparable to that of the reference, which confirms that

the deformation of the extracted transverse profile is acceptable.

Figure 5.36: Measurement of normalised beam loss. The violin plots correspond to
the three tests and a reference day when empty-bucket channelling was off (ref).
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5.9 Operational implementation

In mid-2023, the North Area users and SPS operations expressed their interest in

making empty-bucket channelling part of nominal operation. Initially, an attempt

was made to operate the manipulation with the parameters employed during the

operational tests previously detailed in Sec. 5.7.3, i.e. Γ = 0.02,∆RF = 0.8. However,

this configuration could not be made robust either cycle-to-cycle or supercycle-to-

supercycle. The reason for this is that a configuration with positive ∆RF results in

an empty bucket that is near in frequency to the waiting stack. Perturbations and

shot-to-shot jitter caused erratic behaviour, resulting in non-reproducible spill macro-

structure and partial capture of the waiting beam inside the (no longer) empty bucket.

In view of this, an alternative configuration was implemented operationally. While

Γ was kept unchanged at 0.02, ∆RF was set to be negative (∆RF ≈ −1), ensuring

enough integrated intensity and still some ripple suppression. Figure 5.37 indicates

the frequency offset programmed on the SPS control software, both for the ‘global’

optimum configuration (not implemented due to fragile behaviour) and the ‘local’

optimum configuration (operationally implemented).

Figure 5.37: Measured ripple-reduction coefficient Gebc as a function of RF frequency-
offset setting SA.dFrevSlip.G1. The grey regions are forbidden, as they result in
reduced integrated intensity. Two valid configurations (‘global’ and ‘local’) are shown
in green.

Since its commissioning, empty-bucket channelling has been running for the SPS

Fixed Target beams practically uninterrupted. The system requires little to no main-

tenance and runs in synergy with other systems that aim at optimising the slow-

extracted spill, such as the 50Hz/100Hz controllers and the automatic transfer-line

steering. Figure 5.38 shows the histograms for the spill-ripple amplitudes at 50Hz,
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100Hz and 150Hz, before and after the implementation of empty-bucket channelling.

A clear improvement can be observed across all three frequencies, ranging between a

factor 1.5 and a factor 2.5.

Figure 5.38: Histograms of measured spill-ripple amplitudes at three different ripple
frequencies (fi), accumulated over six days running with empty-bucket channelling
off and on. The legend shows the mean value µ for each histogram.

5.10 Conclusion

This chapter has detailed the ripple-reduction capabilities of empty-bucket chan-

nelling in the SPS. The technique was tested both with the 200MHz and 800MHz cav-

ity systems, and the differences between them were outlined. Furthermore, the simu-

lation model from Chap. 2 was benchmarked with measurements across a wide-variety

of RF parameters, showing good agreement for both narrow-band and wide-band rip-

ple suppression. Additionally, other considerations such as integrated intensity, bunch
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structure and transverse perturbations were studied, ensuring that the implementa-

tion would remain compatible with current operational requirements. Finally, the

studies culminated in an operational implementation employing the 800MHz system

at 0.2MV, which has so far proven to be successful and easy to maintain. This imple-

mentation provides a low-frequency ripple suppression of a factor 1.5-2.5 across the

most relevant spill-ripple frequencies, namely 50Hz and 100Hz. Figure 5.39 brings

the chapter ‘full circle’ by comparing the spill with and without empty-bucket chan-

nelling, demonstrating that the duty factor has been significantly improved across a

variety of timescales.

Figure 5.39: Measurement of duty factors (F) vs. bin-width (∆t) for an SPS mea-
surement with empty-bucket channelling (ebc) and without it (nominal), as well as
the corresponding Poisson limit (Poisson).

Further work will aim at assessing the compatibility of empty-bucket channelling

with future experimental requests in the North Area, namely HIKE/SHADOWS or

BDF/SHiP. It is possible that the (mild) 800MHz structure could perturb the fu-

ture generation of high-intensity fixed-targets experiments, which would require re-

thinking the current implementation. In such case, other ripple-suppression strategies

such as the introduction of broad-band longitudinal noise may become attractive. Al-

ternatively, one could think of ways of ‘washing out’ the RF structure extracted from

the ring throughout the transfer line. In any case, the current empty-bucket chan-

nelling implementation significantly benefits current users and it is likely that it will

continue to do so for the near to mid-term future.
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Chapter 6

Conclusion

This thesis has described the RF technique known as empty-bucket channelling to

address two practical challenges concerning CERN’s slow-extraction systems:

• A new experimental request for BDF/SHiP (Chap. 4), which required a slow-

extracted beam from the SPS with a tightly bunched structure at the nanosecond-

scale. The proposed solution is to exploit empty-bucket channelling using the

200MHz RF system at a voltage of 0.1MV, which would imprint a strong 5 ns

bunched structure with minimal impact on other beam parameters.

• The mitigation of extracted-intensity ripple on the millisecond-scale (Chap. 5),

which perturbs the data acquisition of current North Area users. In this case,

empty-bucket channelling can be implemented using the 800MHz RF at a volt-

age of 0.2MV, which suppresses ripple effectively and is compatible with current

operation.

In order to arrive at these solutions, empty-bucket channelling has been system-

atically studied throughout this work. In particular, Chap. 3 exploited the beam-

dynamics theory outlined in Chap. 2 to develop custom-made simulation tools. The

goal was to design a computationally-efficient minimal model that would capture

the relevant phenomenology of empty-bucket channelling at timescales ranging from

hundreds of milliseconds to sub-nanoseconds. Then, extensive comparisons between

measurement and simulation were conducted in Chap. 4 and Chap. 5, which clearly

demonstrate the predictive power of the model. Most importantly, these compar-

isons provide insights on how empty-bucket channelling affects key beam-dynamics

parameters, namely extracted bunch structure, spill ripple, extracted intensity and

extracted transverse profile.
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Apart from yielding the applications detailed in Chap. 4 and Chap. 5, the knowl-

edge and tools developed in this thesis have been exploited to address other challenges.

These additional studies have not been included in the main body of this thesis, but

are mentioned below for completeness (with their respective references available for

the interested reader):

• Empty-bucket channelling in the CERN PS: The first implementation of empty-

bucket channelling dates to the 1980s in the CERN PS [16], but ceased to be

used operationally at some point. In 2021, the technique was brought back and

is ready to be made operational again if needed. See [78] for details.

• A novel method for pulsed extraction: The technique of phase displacement

can be employed to quickly push a portion of the beam into the resonance.

This ‘fast’ slow extraction is promising for FLASH radiation therapy and some

experimental requests at CERN. See App. A (or [79]) for details.

• A novel technique for momentum blow-up: the RF kicks from phase displace-

ment may be used to blow up the momentum distribution of a debunched beam.

This approach may be a good alternative to bunch rotation (See Sec. 3.1.2) in

certain circumstances. See [80] for details.

All in all, these studies demonstrate the synergies between RF manipulations and

slow extraction, which by no means have been exhausted here. In fact, the findings

in this thesis are not only relevant for CERN’s machines (particularly the SPS and

PS), but can find applicability in many other experimental and medical synchrotrons

that perform slow extraction.

In terms of spill-quality improvement, most synchrotrons aim at reducing the

impact from power-converter ripple, as degraded spill quality leads to longer treat-

ment times. For example, the MedAustron synchrotron currently uses empty-bucket

channelling during treatment to suppress ripple [81]. The CNAO synchrotron has

also tested its implementation [69]. In both instances, the system was optimised

empirically, but the studies shown here could lead to a deeper understanding of the

manipulation and, ultimately, to further improvements in the beam quality delivered

to patients. An active slow-extraction collaboration between CERN and MedAustron

has been ongoing since 2019, which aims at facilitating the sharing of technical ex-

pertise. More broadly, concerns about spill quality and beam time structure extend

to other synchrotrons around the world, and a variety of facilities could benefit from

the findings in this thesis.
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With regards to modelling, this thesis has demonstrated that simplified simulation

procedures can show impressive agreement with measurement when it comes both to

ripple suppression and extracted RF structure. This is important for present and

future facilities that are concerned with these topics, as it demonstrates that insights

about the extracted beam can be obtained in a computationally efficient manner. For

example, the approach outlined in this thesis could be exploited to characterise and

optimise the spill for the future medical synchrotron being studied under NIMMS.

An initiative is being pursued to transfer the knowledge and support their studies.

In short, the efforts to study, tailor and improve the slow-extracted spill of the

SPS are relevant not only for North Area experiments, but extend to the East Area

in the PS, medical initiatives at CERN and the broader slow-extraction community.

Indeed, the technical solutions in this thesis have been met with academic and prac-

tical interest within the Resonant EXtraction (REX) work-package lauched by the

Innovation Fostering in Accelerator Science and Technology (I.FAST) project, as well

as at the Slow-Extraction mini-workshops organised by the International Commitee

for Future Accelerators (ICFA) bi-annually. Through these frameworks, the key re-

sults outlined here will potentially benefit a myriad of slow-extraction users around

the world who often request improvements in spill quality and fine control of the RF

time structure.

Further work

Recently, empty-bucket channelling has been made part of nominal operation in the

SPS, with the experiments in the North Area (NA62 in particular) reporting signif-

icant improvement in the low-frequency ripple. Specifically, the slow variations in

particle rate have been reduced by more than a factor 2. On the operational side,

no show-stoppers have been reported either. Machine operators have been briefly

trained on the main issues that can arise and how to troubleshoot them. Still, a more

formal documentation and a Graphical User Interface (GUI) to monitor and control

the key parameters would be a valuable addition. This could be particularly useful

after super-cycle changes, where the technique needs to be re-optimised, as well as

during periods of degraded spill quality, where the malfunctioning source needs to be

assessed over a variety of systems.

On the modelling front, this thesis has focused on simplified and computationally-

efficient approaches. However, more comprehensive tools exist and are being devel-

oped for CERN’s slow-extraction systems, as certain problems require more detailed

tracking of the beam dynamics. In particular, there are active efforts to implement
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both the PS and SPS systems in the recently released xsuite code, which is a python-

based tracking code that incorporates all major beam-dynamics simulation needs into

a single framework. One could develop implementations for the RF manipulations in

this thesis, as well as an interface to simulate power-converter ripple. Such an effort

will allow other users to seamlessly add these effects to their own studies.

Finally, other relevant RF techniques may be studied using a similar framework

to the one used in this thesis. For example, both the PS and SPS could potentially

benefit from an implementation of stochastic slow-extraction [15], where longitudinal

RF noise is used to transport particles into resonance. For the PS, this method would

enable slow-extraction without the need to ramp any magnetic components during

flattop, which introduces many complexities due to the different saturation levels of

the dipole and quadrupole components in the combined-function main units. In the

SPS, the RF noise could be added on top of the operational COSE scheme to further

aid with ripple suppression. Similar interest exists for transverse RF noise, which is

already used in the PS to slow-extract low-energy ions with the method known as RF

Knock Out (RFKO).

In summary, this thesis has exploited computational tools and advancement in in-

strumentation to study and implement RF-based solutions for slow extraction, which

aim at contributing to present and future systems by improving and manipulating

the beam time structure delivered to the users. It is clear that many avenues of re-

search remain unexplored and that further studies are needed to bring new technical

solutions to light.
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Appendix A

Pulsed extraction for FLASH
radiotherapy

The work presented below is an adapted version of the peer-reviewed article available

in [79]. Whereas the article only included simulation results, this Appendix also

includes the first measurements from a brief test in the PS.

A.1 RF phase displacement for pulsed extraction

Within the Physics Beyond Colliders (PBC) Study Group at CERN, novel methods

of resonant slow extraction from synchrotrons are being explored to satisfy the re-

quirements of future fundamental physics experiments. Recent studies for Enhanced

NeUtrino BEams from kaon Tagging (ENUBET) investigated the extraction of mil-

lisecond bursts of protons from the CERN Super Proton Synchrotron (SPS) by pulsing

the main quadrupole circuit [82]. Furthermore, a novel radiation oncology therapy

known as FLASH [83] has awoken interest in the delivery of fast bursted spills of

particles in the medical community. FLASH is an ultra-high dose rate irradiation

technique that relies on total dose delivery times of the order of milliseconds, often

with RF time structure of several MHz. As a consequence, ongoing studies [26] are

evaluating the potential of different accelerator types as candidates for delivery of

FLASH therapy. In this chapter, RF phase displacement is explored to control the

bursting of a resonant third-integer extraction. The same mechanism could also be

exploited to feed other resonances like the half-integer, which has been employed in

the SPS for fast resonant extractions [84] in the past. The flexibility of digital low-

level RF control systems in synchrotrons makes this technique easy to implement and

optimise. Additionally, no ramping of magnetic elements is required, avoiding mag-

net ramp rate limits and optics perturbations that could render certain loss reduction
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techniques such as crystal shadowing [63] or octupole folding [47] inefficient. RF

phase displacement also has the benefit of extracting at constant momentum, while

quadrupole sweep techniques produce a time-varying momentum profile. For these

reasons, the scheme could be attractive for the exploitation of existing experimental

and medical synchrotrons as burst extraction facilities.

RF phase displacement was originally used in the 1960s as a beam acceleration

technique in the CERN Intersecting Storage Rings (ISR) [36]. In 1999, the Proton-

Ion Medical Machine Study (PIMMS) [19] considered RF phase displacement as a

potential mechanism for slow-extraction spills of around 1 s, but it was ultimately

discarded due to the strong modulation it introduced at the repetition period of the

sweeping of the RF frequency [85]. For the burst extraction application, the method’s

initial weakness is turned into a strength by maximizing the modulation to provide

short discrete pulses of particles. Here we study the transverse and longitudinal beam

dynamics of the method via simulation; we propose both single-burst and multi-

burst schemes and assess their limits as a burst extraction technique. The CERN

Proton Synchrotron is employed as a case study, as the ENUBET project would be

interested to use its beam for equipment testing. Nevertheless, the procedure can be

generalised to any synchrotron and a comparison with SPS and PIMMS parameters

is also qualitatively addressed.

A.1.1 Concept

The RF phase displacement scheme, implemented in the model described in Chap. 2,

is shown in Fig. A.1 and can be summarised as follows:

1. An ensemble of particles awaits coasting stably, away from the third-integer

resonance (Fig. A.1a).

2. The RF system is programmed to follow a linear frequency ramp that sweeps

empty buckets through the stack of particles in longitudinal phase space (Fig. A.1b).

3. As particles are phase-displaced, they are kicked coherently by the RF cavity

and accelerated, which results in a change in momentum and ultimately their

tune via chromaticity.

4. Particles with resonant tune gain amplitude until they jump over the septum

and are extracted.

5. After the sweep, some particles may remain in the machine (Fig. A.1c).
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6. Steps 2-4 are repeated n times to provide n bursts.

The dynamics might remind the reader of the ‘Liouville interpretation’ of phase

displacement described in Chap. 2. In other words, the empty buckets are ‘submerged’

into the incompressible beam, which must displace in the opposite direction through

the available channels.

An example of the voltage and frequency programmes is shown in Fig. A.2 . To

produce n bursts, n of these programmes were concatenated.

A.1.2 Relevant parameters

When the RF frequency is swept through the circulating beam, the distribution of

∆p/p experiences both an average coherent displacement µ and a blow-up with root

mean square increase in spread σ. The effect on the ∆p/p distribution can be derived

analytically [37][28] and expressed as,

µ =

{
−sign(Γ)A0

2π
α(Γ) if |Γ| ≤ 1

0 elsewhere,
(A.1)

σ =

{
A0

2π
|Γ| if |Γ| ≤ 1

A0

2π

(
π
4

)3/2|Γ|−1/2 if |Γ| >> 1,
(A.2)

where Γ = sinϕs, ϕs is the synchronous phase, α ≈ 1−Γ
1+Γ

is the bucket area factor and

A0 is the stationary bucket area in (ϕ,∆p/p) space given by,

A0 = 16

√
eV

2πβ2Eh|η|
, (A.3)

where e is the electron charge, V is the RF voltage, β is the relativistic speed factor,

E is the beam energy, h is the RF harmonic number and η is the slip factor. The

domain |Γ| ≤ 1 indicates that some closed trajectories still survive inside the bucket.

The expressions for |Γ| ≤ 1 can be normalised to the initial momentum spread of

the beam (∆p/p)0 to obtain,

µ̄ =
µ

(∆p/p)0
= rα(Γ), σ̄ =

σ

(∆p/p)0
= rΓ, (A.4)

where r = A0

2π(∆p/p)0
is the ratio between the stationary bucket area and the phase space

area of the coasting beam. This relationship provides an intuitive interpretation: to

push a fraction 1/n of the beam into the resonance, the sweeping bucket must have a

factor 1/n of the stack area. However, one must additionally account for the blow-up
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(a) Before frequency sweep

(b) During frequency sweep

(c) After frequency sweep

Figure A.1: Longitudinal (left) and transverse (right) phase spaces during a single
frequency sweep of RF phase displacement extraction.
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Figure A.2: Example of voltage and frequency programmes for a single burst: (i) the
voltage ramps up to its nominal value while the frequency starts a linear sweep, (ii)
the voltage stays flat while the frequency continues its sweep, (iii) the voltage ramps
down to zero while the frequency ends its linear sweep and (iv) the voltage stays at
zero while the frequency resets to its initial value.

contribution, which comes from the time-varying non-adiabatic nature of the sweep.

In fact, A0 and Γ vary slightly (∼ 1% for the PS) during the sweep as E changes but

V stays fixed, which makes r correct only for the average parameters. Both of these

effects were included in the numerical tracking. On the other hand, the variation

of η as a function of E was not included (since linear longitudinal transport was

assumed), but the change is small (∼ 1% for the PS) if the machine is operated far

from transition energy. For a large number of sweeps, the variation in η could produce

a noticeable perturbation [19].

In practice Γ will have a maximum value for a given V , since the RF frequency

cannot be ramped arbitrarily fast. The ramp rate dfRF

dt
is given by,

dfRF

dt
=
ηf 2

RF eV

β2E
Γ = F (V )Γ,

where fRF is the RF frequency and F (V ) is the proportionality constant between Γ

and ramp rate in physical units. This establishes a maximum Γ = Γmax given by,

Γmax =
1

F (V )

dfRF

dt

∣∣∣∣
max

,

where dfRF

dt
|max is the maximum RF ramp rate. This directly sets a minimum r =

rmin = r(Γmax).
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A.1.3 Longitudinal and transverse transit times

In the longitudinal plane, a timescale for each burst can be estimated by ignoring

dynamic effects; simply the time needed to move the entire bucket area across the

same amount of area in the stack. In other words, the (virtual) synchronous particle

inside the sweeping bucket must travel a distance ∆p/p = µ̄(∆p/p)0 + 2H, where

H is the bucket height. Ultimately, numerical simulations are needed to account for

dynamic effects. The timescale τL (in number of turns) is given by,

τL =
[1 + π

2
rY (Γ)]µ̄(Γ)

Γ

[
(∆p/p)0

eV
β2E

]
, (A.5)

where Y (Γ) is the bucket height factor [28]. The first term captures the dependence

on Γ and the second term provides the time needed for the synchronous particle to

cross the entire stack at a given voltage. The latter can easily be compared across

machines by setting V to the maximum voltage Vmax, as shown in Table A.1 by τL,0.

In the transverse plane, particles take a finite amount of time to gain amplitude

and jump over the extraction septum. This transit time varies between particles and

it is dependent on their initial coordinates when entering the resonant region and

their tune speed [19]. Nevertheless, a characteristic timescale τT (in number of turns)

can be obtained [86] and expressed as,

τT =
8

S
√
ϵG,RMS

,

where S is the virtual sextupole strength of the machine [19]. Dynamic effects faster

than τT will limit the extraction process, e.g. certain particles could cross the resonant

region too fast to be extracted. In RF phase displacement the coherent kicks from the

RF could make the tune speed of certain particles too large, transporting them back

to a stable tune before they can reach the septum. Numerical simulations quantify

the severity of this effect.

Table A.1 summarises the relevant parameters for the PS (both for h = 8 and

h = 16), the SPS and a PIMMS-like synchrotron. The PIMMS-like machine and the

PS (h = 8) differ considerably in nominal parameters, but the normalised parameters

τT , τL,0 and r are within 40% of each other. Therefore, we expect results in the

PS to be indicative of the PIMMS-like machines, as long as they are expressed in

terms of unitless parameters. Due in part to its high RF harmonic number, the SPS

parameters differ from the PS parameters.
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Parameter PS, PIMMS SPS

h=8 (16)

Kinetic E. [GeV] 24 0.25 400
ϵG,RMS [mmmrad] 0.059 0.67 0.0018
T [µs] 2.1 0.4 23
h [1] 8 (16) 1 4620
Vmax [kV] 200 4 10000
η [1] 0.024 -0.37 0.0018

S [m−1/2] 77 30 170
F (Vmax) [kHzms−1] 0.37 (0.74) 18 0.40
(∆p/p)0 [10−3] 6 4 3
τT [turns] 430 330 350
rmax [1] 1.1 (0.78) 1.3 0.58
τL,0 [turns] 720 450 120

Table A.1: Relevant machine parameters for RF phase displacement burst extraction.

A.1.4 Simulation studies

A.1.4.1 Single-burst extraction

Single burst simulations were performed for a fixed voltage V = Vmax, and fixed

harmonic h = 8 (as it provided a larger r), whilst scanning Γ. The instantaneous and

cumulative intensities of the extracted spills are shown in Fig. A.3. As predicted by

Eq. A.5, the larger the Γ, the shorter the bursts (shorter τL), but fewer particles are

extracted as predicted by Eq. A.4 because of the smaller µ̄.

Simulations were repeated with identical V and Γ, but with h = 16. This changes

r and τL while keeping all other parameters constant. Fig. A.4 shows the percentage

of extracted particles nout as a function of µ̄. In an idealised situation without blow-

up or finite extraction time, the simulated data points would lie on the µ̄ = nout

line. At low µ̄ blow-up effects drive a substantial number of particles into or away

from the resonance due to the large σ̄. For all settings, a certain number of particles

experience large changes in tune per turn. This fast change in tune has the potential to

increase the transverse emittance of the extracted beam [45] and some particles ncrossed

even cross the resonance region too quickly to be extracted, becoming non-resonant

again and remaining in the machine. This reduces the efficiency of the scheme but

could be combated by shortening τT , as particles would then need less turns to reach

the septum. These effects are included in all simulation results. Nevertheless, the

simulated dependence of µ̄(nout) remains approximately a linear trend (dashed lines),

and especially for h = 16, where the blow-up effects are smaller due to the smaller r.
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(a) Instantaneous extracted particle number.

(b) Cumulative extracted particle number.

Figure A.3: Extracted particles nout for single burst scheme with different Γ.

Fig. A.5 shows the extraction time as a function of Γ. The extraction time was

computed as the number of turns required to extract from 1% to 99% of the total

extracted intensity, i.e. including only the central 98%. This metric was chosen to

stop outliers from dominating the calculation, as they can dramatically increase the

129



Figure A.4: Extracted particles nout v. µ̄. The dashed lines show linear fits to the
simulation data. The horizontal lines (σ̄) indicate the size of the momentum blow-up
effect calculated from Eq. A.4. The grey vertical lines show the portion of particles
ncrossed that crossed the resonance but did not get extracted. They are only added in
the higher nout direction since they indicate the additional percentage of particles that
would have been extracted if the extraction happened instantaneously when entering
the resonance (i.e. they express the asymptotic limit when τT = 0).

total extraction time (by a factor 2 or more). τL is within a factor 2 of the simulation

output for all the data points. However, dynamic effects clearly play an important

role at large Γ.

A.1.4.2 Multiple-burst extraction

One can exploit the knowledge acquired in the previous subsection to generalise the

scheme to multiple bursts, which is highly relevant for FLASH therapy. For a given

set of machine parameters, one can estimate an initial guess for (V,Γ) such that the

extraction has n bursts with N turns per burst by solving the system of equations,{
µ̄(V,Γ) = 1

n

τL(V,Γ) = N,
(A.6)

as shown in Figs. A.6 and A.7. Such an estimate does not account for blow-up and

finite transit time and would have to be further studied and optimised. The scheme

would be limited by Vmax and τT . The latter could be reduced with higher S or larger

ϵG,RMS.

Fig. A.6 shows the required voltage for different combinations of n and N , which

establishes the forbidden region due to voltage limitations. Furthermore, larger Γ
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Figure A.5: Extraction time v. Γ. The dashed lines show τL as a function of Γ.

Figure A.6: Dependence of V on n and N for the PS, h = 8.

leads to larger σ̄, which may complicate operation and optimisation of consecutive

bursts. Figure A.7 shows σ̄ for different combinations of n and N .

To test the validity of the approximations made in Figs. A.6 and A.7 tracking

simulations were carried out for the specific combination of n = 3 and N = 15000
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Figure A.7: Dependence of σ̄ on n and N for the PS, h = 8.

(chosen as an example). The settings from the contour plots were used as initial

conditions for an optimisation procedure employing the algorithm Py-BOBYQA [87].

In order to account for ncrossed, the target nout was set to 90% of the total intensity.

This lead to an initial guess of V = 28 kV, Γ = 0.16 and an expected blow-up of

σ̄ = 0.06. The optimiser was allowed to vary V and Γ for each sweep independently.

The cost function was specified as,

C =

√∑
i(nout,i − 1/3)2

(1/3)2
+

∑
i(Ni − 15000)2

150002
,

where i = 1, 2, 3 is the sweep number and nout,i was normalised to 90% of the total

intensity. Fig. A.8 shows the instantaneous intensity profiles for both the initial

guess and the optimised settings found by the optimiser: V = (36, 36, 67) kV, Γ =

(0.21, 0.23, 0.24). Fig. A.9 shows the voltage and frequency programmes for both

schemes.

The simulation was executed fifty times with 103 particles to test the robustness of

the scheme and the results are shown in Fig. A.10. The initial setting produced longer

extraction times than the target for all bursts, which is consistent with Fig. A.5; τL

consistently underestimates the extraction time for Γ > 0.1. The optimised settings

brought the extraction time down reducing the average relative error in the pulse

duration from 37% to 12%. The average relative error in nout increased from 5%
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Figure A.8: Instantaneous intensity profiles for multiple burst scheme in the PS
(h = 8) with n = 3 and N = 15000.

Figure A.9: Voltage (top) and frequency (bottom) programmes for multiple burst
scheme in the PS (h = 8) with n = 3 and N = 15000.

to 9%, but since the cost function weighs both errors equally this solution is pre-

ferred. A different cost function could be more suitable depending on the specific

operational requirements. Furthermore, the solution to this cost function is likely to

be non-unique and further optimisation could be possible (e.g. by including more

sophisticated control on the voltage and frequency programmes). This particular

implementation is a simple showcase of the flexibility of the scheme.
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Figure A.10: Extracted intensity per burst (top) and burst turns (bottom) for multiple
burst scheme in the PS (h = 8) with n = 3 and N = 15000. The dashed lines show
target values.

A.1.5 Measurements in the PS

Given the promising simulation results, a machine development test was performed

in the PS to conduct a proof of concept implementation. During the test the h = 8

setup was used to sweep through the beam, as it provided a larger bucket area and

was already the default setting of the East Area extraction configuration. Fig. A.11

shows the beam distribution along the ring during the RF sweep. As expected, the

beam picks up the RF structure as the empty bucket traverses its momentum spread.

This can be used to correctly align the frequency sweep range of the manipulation.

Following the results from simulation and after an initial discussion with ENU-

BET [82], a 3-pulse (n = 3) extraction was then pursued, aiming at a ∼ 10ms

pulse-length (N ≈ 4700). Starting from V,Γ estimated using Eq. A.4, the voltage

and frequency programmes (shown in Fig. A.12) were empirically optimised to reach

the desired configuration. Due to the 23-bit resolution of the digital control system,

the frequency programme is restricted to a minimum step of ∼ 8Hz, which can be

clearly observed in the measurement. An upgrade to a 32-bit system is being pursued

for other RF applications [88], which would improve the fine-tuning of the technique

if needed.

Fig. A.13 shows the initial and optimised spills, where the instantaneous extracted

intensity was measured with the transfer line nitrogen scintillator and the integrated

extracted intensity with the ring current transformer. As expected from the simula-

tion studies, the flexibility of the voltage and frequency programmes allows to correct
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Figure A.11: Longitudinal beam distribution as a function of cycle time during a
25ms chirp. The heat-map is reconstructed from the ring current monitor.

Figure A.12: Initial and optimised programmes followed by the PS 10MHz system
during burst extraction test. Both the RF frequency (top) and the RF voltage (bot-
tom) are varied as a function of time.

for the initial differences between pulses, which result from the perturbation each RF

sweep causes on the non-extracted beam.
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Figure A.13: Measured extracted intensity I(t) as a function of time, for the initial
and optimised burst extractions. The integrated intensity

∫
t
I(t′)dt′ is also shown

in dotted lines, and the three decimal-point numbers indicate its value after each
individual burst.

In order to understand the stability of the technique, nine spills were recorded at

the optimised setting. Their statistics concerning pulse intensity and pulse duration

are shown in Fig. A.14. The pulse duration was computed by considering the time

needed to extracted the central 90% of the pulse intensity, i.e. t95% − t5%. The

within-pulse variation is small with σ < 4% for all quantities, while the pulse-to-

pulse differences are larger (σ ≈ 10% for nout and σ ≈ 5% for duration). The latter

is a systematic offset and could be further optimised by fine-tuning the frequency

and voltage programmes. Moreover, the total extracted intensity is only 60% of the

injected one, which might be a limiting factor if high-intensities need to be delivered.

However, since the requirements of the ENUBET test beams are still being discussed,

additional tuning of these quantities has not been pursued yet. Still, this novel

extraction method is now available as a possible approach if pulsed beams are needed

in the East Area.

As a final check, the optimised settings from obtained from the test were fed-back

into the simulation model, looking to benchmark its predictive capabilities. One of
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Figure A.14: Measured extracted intensity per burst (top) and burst duration (bot-
tom) for optimised burst scheme.

the critical unknowns was the initial longitudinal momentum distribution. Although

the previous simulation studies in assumed it to be uniform, it is common for it to

have additional structure due to the unstable nature of the ‘momentum-stretching’

RF gymnastics performed before extraction. Since there is no device to directly

measure the distribution in the ring (e.g. Schottky plates), an indirect measurement

was performed:

1. Once the RF gymnastics had been performed, the particles were slow extracted

by ramping the lattice mains (combined function magnets).

2. We assume the extraction is fully chromatic, which is valid since δ̂stopband <<

δ̂beam for the PS. Then, the magnetic rigidity Bρ and the relative momentum

offset δ can be related via the equation:

p/q = Bρ→ δ = dp/p = d(Bρ)/Bρ (A.7)
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3. Since the magnetic rigidity time-dependence can be directly obtained from the

extraction programme, the spill I(t) can be expressed as I(d(Bρ)/Bρ) and

finally as I(δ).

4. I(δ)/
∫
R I(δ)dδ provides an empirical probability density function (ePDF), which

can be integrated to obtain an empirical cumulative distribution (eCDF). Then,

the eCDF is sampled using the inverse transform method. Fig. A.15 shows the

outcome of this procedure.

Figure A.15: Extracted intensity I as a function of relative-momentum offset δ. The
left subplot shows the measurement, while the right subplot shows the samples gen-
erated by using the eCDF procedure from this section.

Finally, this momentum distribution, along with the voltage and frequency pro-

grammes shown in Fig. A.12 was run for the optimised configuration. Fig. A.16

shows the extracted spill and the intensity per burst. It can be seen that model and

measurement are in good agreement in terms of pulse duration, pulse separation and

extracted intensity per pulse.

A.2 Conclusion and outlook

RF phase displacement acceleration was exploited to provide short bursts of particles

from a synchrotron in a scheme that could be attractive for exploitation at existing

experimental and medical synchrotrons, with FLASH therapy in mind. Employing a

simplified model of the PS, it was shown that 80 - 90% of the total beam intensity

could be extracted in a single burst of 20000 - 30000 turns. This corresponds to 40

- 60 ms in the PS and 8 - 12 ms in PIMMS-like machines. Moreover, a few basic

parameters were computed to characterise the extraction scheme. The parameters
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Figure A.16: Comparison of measurement and simulation for optimised multiple-
burst scheme. The top subplot shows the extracted intensity as a function of time.
The bottom subplot shows the integrated intensity per pulse

were informative, but simulation showed that dynamic effects ultimately played an

important role in the extracted intensity and extraction time. A 3-burst scheme with

15000 turns per burst could be realised in a simulation of the PS with optimised

machine parameters. Finally, the technique was implemented in the PS and may be

exploited for irradiation tests requested by the ENUBET project.
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Appendix B

Empty-bucket channelling with
double-harmonic systems

The RF voltage and frequency can be varied to obtain different bunch lengths and ex-

tracted intensities during empty-bucket channelling, as studied in Chap. 4. The free-

dom for customisation could be further increased with additional degrees of freedom

on the RF system. In the case of the SPS, the 200 MHz system can be complemented

with up to 1.4MV from the 800 MHz system, a feature employed in operation to

alter the synchrotron tune distribution to tame bunch instabilities for high-intensity

beams [89].

B.0.1 Theory

The additional degrees of freedom provided by the 800MHz-system can be used

to modify the channel geometry. Two parameters are defined: the ratio between

800MHz and 200MHz voltages α and relative phase between the two waveforms ψ.

This leads to the following potential U :

U(ϕ) = V · sign(η) ·
{
− Γϕ+ cosϕ+ α cos(4ϕ+ ψ)

}
, (B.1)

where the factor 4 comes from the frequency ratio between the two systems and U has

the quasi-periodic property U(ϕ + 2πn) = U(ϕ) − 2πnV sign(η)Γ. Figure B.1 shows

U for a few representative values of α and ψ, demonstrating how the new knobs affect

the longitudinal phase space.

For such a system, it becomes non-trivial to compute the ϕ-values of the unstable

fixed points ϕufp, which determine the channel locations. The ϕufps can be computed

by numerically finding the roots of,
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(a) α = 0.4

(b) α = 0.8

(c) α = 1.4

Figure B.1: Semi-analytically computed potential (far left) and longitudinal phase-
spaces (rest) for different combinations of voltage ratio α and relative phase ψ, with
Γ = 0.05.

∂U

∂x
(ϕufp) = 0 → sinϕufp + 4α sin(4ϕufp + ψ) = Γ, if

∂2U

∂x2
(ϕufp) < 0, (B.2)

where the ‘if statement’ discards the stable fixed points and the computation has

been carrried out above transition energy, i.e. sign(η) > 0. Figure B.2 shows the
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solutions to Eq. B.2 for two different values of ψ as α is increased. Unlike in the

single-harmonic case, the number of unstable fixed points varies.

Figure B.2: ϕ-coordinate of unstable fixed points ϕufp vs. voltage ratio α for two
different relative phases (ψ).

Even if the ϕufps have been found, there is no guarantee its corresponding chan-

nel will be available for empty-bucket channelling. As shown in Fig. B.3 one can

have ‘trapped’ RF channels, inaccessible to the beam outside due to a larger bucket

blocking access to it. In general, a channel will be open if

U(ϕufp,i) > U(ϕufp,j), ∀ϕufp,j ≷ ϕufp,i if Γ ≷ 0, (B.3)

where i, j enumerate all the unstable fixed points. The inequality can be understood

from the potential point of view of phase displacement (see Chap. 2): trajectories

coming from infinity must reflect from the potential wall adjacent to the unstable

fixed point. If a preceding potential wall blocks this, the channel will be closed.

Moreover, the availability of a channel, i.e. being open or closed, may change as

α/ψ are varied. Figure B.4 shows the result of applying the criterion in Eq. B.3 to

the unstable fixed points computed previously for ψ = 0.6π as a function of α. At

around α = 0.6 the open channel moves from one unstable fixed point to another.

B.0.2 Simulation: grid-scan

Given the good agreement between simulation and measurement in Chap. 4, a simu-

lation study was performed to explore the bunch-shaping capabilities of the double-

harmonic manipulation. This was done by configuring the 200MHz system at the

‘SHiP candidate’ setting of mid-V and ∆RF = 0, and scanning the 800MHz-system

settings by changing α and ψ. Since the maximum voltage attainable by the 800MHz
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Figure B.3: Open and closed channels illustrated in the potential (top) and longitu-
dinal (bottom) plots.

Figure B.4: ϕ-coordinate of unstable fixed points ϕufp vs. voltage ratio α for a fixed
relative phase (ψ = 0.6π), showing whether the adjacent channel is open or closed.

system is 1.4MV, we have α ∈ [0, 1.4]. Fig. B.5 shows nine representative bunch

shapes, with their corresponding longitudinal phase spaces. It is clear that the higher-

frequency cavity can have a large impact on both the bunch length and shape. For

example, increasing α for ψ = 1.4π generates an intermediate small empty bucket

between the two main buckets, splitting the original channel into two and delivering

a bi-modal bunch profile.
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Figure B.5: Slow-extracted particle distribution in longitudinal phase space vs. volt-
age ratio α and relative phase ψ for the SPS double-harmonic setup, simulated in
henontrack.

Figure B.6 summarises the results of a simulation grid-scan, showing dependences

of the bunch length σ and the integrated intensity I0 on the parameters α and ψ. The

regions labelled ‘OK’ correspond to the parameter spaces where the dual-harmonic

setup beats the single-harmonic setup. Approximately speaking, when both systems

are in-phase/out-of-phase, σ and I0 are decreased/increased.

The ‘OK’ regions from Fig. B.6 have been combined in Fig. B.7. It can be seen

that the regions are non-overlapping except at α = 0. In other words, it is not

possible to find a solution that outperforms the single-harmonic solution on σ and I0

simultaneously.
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(a) Bunch length (b) Integrated intensity

Figure B.6: Bunch length (σ, normalised to RF period) and integrated intensity (I0,
normalised to total intensity) vs. voltage ratio α and relative phase ψ. The ‘OK’
regions surrounds the parameter space where the single-harmonic setting (α = 0) is
outperformed.

Figure B.7: Regions in α/ψ-space where the double-harmonic setup outperforms the
single-harmonic setup in reducing σ (red) or increasing I0 (white).

B.0.3 Simulation: Optimiser

So far, the 200MHz-system’s voltage and frequency have been kept fixed at the ‘SHiP

candidate’ settings. However, it is possible that a better double-harmonic setup could

be found if Γ and ∆RF were allowed to change. In order to address this question, an

optimisation routine was set up. The problem was defined as follows:

1. The goal is to find a configuration (or set of configurations) in the (Γ,∆RF , α, ψ)
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search space that dominates the current candidate, i.e. a configuration that

outperforms the current choice both in I0 and σ.

2. A cost function C is set up, which we aim to minimise and is given by:

C = (1− I0) + σ ≥ 0. (B.4)

3. In order to avoid searching for setups on the tails of the Pareto front (i.e.

strongly prioritise small σ or large I0) as well as to stay within hardware con-

straints, the search-space is restricted within the following bounds:

√
Γ/π ∈ [0.123/2, 2× 0.123], ∆RF ∈ [−1, 1], α ∈ [0, 1.4], ψ ∈ [0, 2π] (B.5)

4. One-hundred random initial conditions are initialised within the chosen bounds

and each of them is run through the ‘Nelder-Mead’ [90] local optimiser. This

approach allows us to perform a global search while effectively exploiting cluster

computing for parallelisation of each random seed.

Figure B.8 shows the output of the final configurations obtained via this method.

Firstly, it becomes clear that the problem is non-convex, as several random seeds (47

out of 100) provide solutions that are outperformed by the single-harmonic Pareto

front. Nevertheless, many seeds (53 out of 100) manage to produce the desirable

outcome, surpassing the Pareto limits of the single-harmonic setup. Moreover, a

few seeds (6 out of 53) dominate the SHiP-candidate configuration, providing better

outcomes both for σ and I0. In short, this exercise demonstrates that the additional

degrees of freedom provided by the 800MHz system do in fact allow us to push

empty-bucket channelling beyond its single-harmonic limits.

Finally, Fig. B.9 shows the transverse and longitudinal phase spaces of the best

configuration found by the optimiser (
√
Γ/π = 0.094,∆RF = −0.3, α = 0.6, ψ =

1.4π), which increases I0 from 93% to 96% and decreases σ from 0.073 to 0.07, with

respect to the best single-harmonic case. Interestingly, the ‘strategy’ of the solution

can be understood somewhat intuitively: the 800MHz system is used to create an

intermediate bucket between the two main 200MHz buckets, providing a flat basin

where the resonant beam is bunched. However, unlike in the single-harmonic case,

the empty buckets are offset away from the beam (∆RF = −0.3) in order to align this

basin (and not the channels) with the resonance. In fact, particles are extracted before

146



Figure B.8: Bunch length (σ, normalised to RF period) vs. integrated intensity (I0,
normalised to nominal) for the SPS double-harmonic setup. The plot includes the
Pareto front for the 200MHz-only scan. The optimiser outputs (Opti.) are marked
with a grey cross (Opti. Pareto) if they surpassed the 200MHz Pareto front. The
solutions that dominate the SHiP candidate are those in the bottom-right quadrant
of the fuchsia grid.

being fully channelled, as channelling would produce the double-humped distribution

already discussed in Fig. B.5. Furthermore, the transverse phase space remains largely

unaffected, which indicates that the proposed solution will not have a strong impact

on beam loss.

Figure B.9: Slow-extracted particle distribution in longitudinal (left) and normalised
transverse (right) spaces for the best SPS double-harmonic configuration, including
the histograms for the SHiP candidate (simulated in henontrack).
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Appendix C

Empty-bucket channelling with
broadband cavities

Broad-band cavities can provide voltage signals of (almost) arbitrary shape by su-

perimposing a linear combination of many sinusoidal signals. For example, the PS is

equipped with a broad-band Finemet cavity capable of generating so-called barrier

buckets [91]. These are created by concatenating isolated sine wave pulses of period

T1 repeatedly generated every time interval T2, which produces an elongated bucket

structure in longitudinal phase space, as shown in Fig. C.1. Unlike in conventional

sinusoidal pulses, the RF channel-width and the channel repetition frequency become

fully decoupled, the former being controlled by T1 and the latter by T2. This al-

lows to tune the bunch length and bunch spacing independently during empty-bucket

channelling.

C.1 Measurements in the PS

The flexibility of the PS Finemet cavity was briefly explored in a machine development

test. Since no fast detection device was present in the transfer line, the ring fast beam

current monitor (fBCT) was used to characterise the RF structure imparted on the

circulating beam, as it was phase displaced inside the machine. As can be seen

in Fig C.2, different barrier bucket configurations were successfully probed, varying

both T1 and T2. The phase displacement phenomenon can still be observed, as there is

no fundamental difference between a conventional bucket and more ‘unconventional’

geometries (as already seen in the double-harmonic case).

Even though no such broad-band system is available in the SPS, past tests have

shown that a similar phenomenon can be achieved by exploiting the filling time of the

200 MHz system to modulate its voltage [92], due to the fact that it is a travelling
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(a) Voltage and potential. The dashed vertical lines show the
τ -coordinate of the various fixed points.

(b) Longitudinal phase space. The blue to pink heatmap corre-
sponds to different increasing turn number in a particle tracking
simulation.

Figure C.1: Example of channelling scheme with isolated sine pulses

wave structure. However, this remains mostly a topic of academic interest, since the

SHiP request does not foresee the need for additional customisation of the bunch

structure.
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Figure C.2: Evolution of beam time profile during phase displacement using barrier
buckets, with the corresponding channel geometry overlaid (black). Particles arrive to
flattop bunched in four tight buckets, they debunch for 200ms and are finally pushed
through the barrier bucket channels by ramping the bending field.
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Appendix D

Some non-linear phenomena in
empty-bucket channelling

Empty-bucket channelling is a technique that combines a non-linear transverse process

(1/3-integer resonance) with a non-linear longitudinal process (phase displacement).

This results in many interesting non-linear phenomena. In this Appendix, a few of

them are explained and their possible applications/consequences are described.

D.1 Weak bunching

Chapter 4 studied empty-bucket channelling as a technique to provide slow-extracted

beams with a 5 ns bunch structure. It was shown that, although bunch length σ is

minimised when bucket and resonance are perfectly aligned, a second ‘weak bunching

region’ exists, as shown in Fig. D.1. It can be seen that, for this particular setting,

this region is located at approximately ∆RF = 2, i.e. when the bucket is offset towards

the waiting beam by two bucket heights.

Figure D.1: Simulation: slow-extracted bunch length (σ, normalised to the RF pe-
riod 1/fRF ) vs. bucket offset (∆RF ), with RF harmonic h = 4620 and stable-phase
sine Γ = 0.05. The vertical lines highlight the regions of ‘strong bunching’, ‘partial
debunching’ and ‘weak bunching’.
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In order to understand this phenomenon, Fig. D.2 shows the extracted particle

distribution in longitudinal phase space for three bucket offsets. ‘Strong bunching’

was discussed in detail in Chap. 4 and occurs when the outgoing beam is trapped

between two consecutive buckets. As the bucket is offset towards the waiting beam

(positive δ), bunching is gradually lost, as the beam populates the tilted lower-end of

the RF channel. This effect is at its maximum in the ‘partial rebunching’ setting. As

the offset towards the waiting beam continues, ‘partial rebunching’ occurs. In this

case, the extracted beam has mostly left the tilted RF channel, but the oscillations

caused by the RF are large enough to ‘clear out’ a region of longitudinal phase space

directly below the unstable fixed point. In other words, as the large oscillations push

particles towards the unstable fixed point, they become non-resonant and cannot be

extracted.

Figure D.2: Slow-extracted particle distribution in longitudinal phase space (τ, δ) for
three bucket offsets (simulated in henontrack): ∆RF = 0 (strong bunching), ∆RF =
0.9 (partial debunching) and ∆RF = 2 (weak bunching). The marginal probability
distributions are projected onto the τ and δ axes. The time-delay τ of particles has
been aliased to fit within one RF period to provide the distribution of the ‘effective
bunch’. The contour of the RF bucket (fuchsia) and the transverse stop-band (red)
are shown for additional visual aid.

‘Partial bunching’ may be an interesting alternative to strong bunching for appli-

cations where only some RF structure is needed. Unlike ‘strong bunching’, ‘partial

bunching’ would not compromise the extracted intensity (See Sec. 4.4.3).

D.2 Narrowing of extracted separatrix

Empty-bucket channelling introduces a non-linear coupling between transverse and

longitudinal beam dynamics. In fact, this coupling can significantly deform the trans-
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verse profile of the extracted separatrix. An interesting phenomenon, which could

perhaps be exploited for loss-reduction purposes, is the possibility of reducing the

width of such separatrix. As shown in Fig. D.3, a parameter region can be found for

the SPS settings where the separatrix width wout
rms can be reduced by more than 20%.

Figure D.3: Separatrix width (wout
rms, normalised to nominal extraction) vs. stable-

phase sine (Γ) and bucket offset (∆RF ) for RF harmonic h = 4620, simulated in
henontrack.

When the beam is pushed into the unstable region, a correlation is introduced

between transverse amplitude Ax and momentum offset δ. This is simply because the

unstable-region size changes linearly with δ and, therefore, the outgoing separatrix

arms are displaced with respect to each other. This effects manifests itself in a

widening of the extracted separatrix, as shown in Fig. D.4a for the nominal SPS

extraction. In essence, a dispersive contribution has been introduced to the beam

size.

There is a well-known technique which tunes the dispersion in the ring to coun-

terbalance the aforementioned dispersive contribution at the extraction septum: the

Hardt condition [93]. The Hardt condition sets up the following condition at the

septum:

D⃗x = −D⃗sloex, (D.1)

where D⃗x = [Dx, D
′
x]

T is the dispersion at the septum and D⃗sloex is the dispersive

contribution from the resonance boundary. The latter can be expressed in terms of

machine parameters, which are then tuned to satisfy Eq. D.1. The separatrices have

been aligned by adjusting (the effective) transverse amplitude Ax to cancel the Ax, δ

correlation.
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But there is yet another way to cancel the correlation, namely adjusting δ properly.

This is exactly what the manipulation shown here does. In other words, empty-

bucket channelling can be optimised to perform a similar task to the Hardt condition.

Figure D.4b shows the mechanism by which this happens:

1. Particles with different Ax become resonant at different δ. Due to empty-bucket

channelling, this means that different Ax slices get different average accelera-

tions.

2. If the empty bucket is aligned so that its lower edge aligns with the resonant

stop-band, particles starting at high δ are strongly decelerated down the RF

channel, while low δ particles are accelerated by the librations below the channel.

These two effects provide a (non-linear) focusing effect in δ.

3. As particles approach the septum, this phenomenon reduces the instantaneous

δ width that is resonant at any given point. This results in a narrowing of the

extracted transverse profile.

The reduction of the instantaneous δ width can be seen in Fig. D.5. This effect

will also aid with higher-order chromatic effects coming from the non-linear lenses.

In fact, the technique can also be seen as an attempt to extend Constant Optics Slow

Extraction (COSE) to the particles within the resonant stop-band.

Of course, no real change in the total phase-space volume has occurred, since the

total extracted momentum will remain unchanged and the dispersive correlation from

the nominal extraction can anyway be corrected by matching the transfer-line optics.

Nevertheless, this technique does create a narrowing of the separatrix inside the ring.

Moreover, unlike with the Hardt condition, the narrowing is present throughout the

entire ring circumference, and not just at the extraction septum.

D.3 Ripple suppression: two minima

When scanning the bucket offset ∆RF and looking at the ripple-reduction coefficient

Gebc (for all other parameters fixed), one often finds that the ripple-suppression land-

scape exhibits two minima, as it is shown in Fig. D.6. However, this feature is not

always there. In fact, Fig. D.6 shows that it only becomes apparent when the RF

harmonic h is sufficiently large.

In order to understand this phenomenon, we must take into account the discussions

from Sec. 5.4.2 and Sec. 5.4.3. In a nutshell, the ripple reduction comes from the fact

154



(a) Nominal extraction (no empty-bucket channelling)

(b) Empty-bucket channelling (h = 4620, ∆RF = 1.3, Γ = 0.04)

Figure D.4: Slow-extracted particle distribution in longitudinal phase space (τ, δ)
(left) and normalised phase space (X,X ′) (centre), simulated in henontrack. Right:
initial transverse amplitude Ax vs. final instantaneous momentum δ. The contour
of the RF bucket (pink) and the transverse stop-band (red) are shown for additional
visual aid.

that particles are accelerated into the resonance by the RF kicks. Moreover, one must

‘average out’ this acceleration over the period Ti during which a particle stays ‘near’

the resonance boundary. The effect size of this averaging is captured in the ratio

r = Ti/Tslip, where Tslip is the time needed by a particle to slip from the RF crest to

the RF trough. If r is small/big, the effective acceleration is big/small.

Figure D.7 shows the longitudinal phase spaces at the global minimum, local

maximum and local minimum from Fig. D.6b. These phase spaces can be used to

explain why a Gebc(∆RF ) has two minima:

• At the global minimum, trajectories moving into the resonance are tightly re-

stricted within the RF channel and all particles are transported deep into the

resonance.
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Figure D.5: Histogram of slow-extracted instantaneous momentum δ for nominal
extraction and empty-bucket channelling (ebc, h = 4620, ∆RF = 1.3, Γ = 0.04),
simulated in henontrack.

• At the local maximum, trajectories start by pointing towards the resonance.

However, as one integrates for a period Ti, a non-negligible part of them change

direction and carry particles away from the resonance. This effect is aggravated

when Tslip ∝ 1/h is short, which is why the two-minima structure is only visible

for high h. For low-h setups, the required Ti to slip by a full RF period will be

extremely long. Thus, this ‘averaging effect’ will never become relevant.

• At the local minimum, some trajectories do change direction, but a substantial

part of them do not have enough time to do so. Therefore, some net acceleration

is still experienced by the beam.

It is important to keep this non-linearity in mind, as scanning the bucket offset is

the main tool by which one aligns resonance and bucket in the real machine.
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(a) h, ∆RF scan.

(b) ∆RF scan, h = 18480

Figure D.6: 50Hz-ripple-reduction coefficient (Gebc(50Hz)) vs. RF harmonic (h) and
bucket offset (∆RF ), simulated in henontrack. Subfigure D.6a shows the output over
a broad range of harmonics, while Subfig. D.6b shows the cross section for h = 18480.
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(a) Global min. Fig. D.6

(b) Local max. Fig. D.6

(c) Local min. from Fig. D.6

Figure D.7: Schematic of longitudinal phase space during empty-bucket channelling,
including the bucket separatrix (pink) and the resonance stop-band (red). For a given
integration time (Ti), trajectories enter the resonant region and slip with respect to
the RF bucket. After enough time, some trajectories (dotted) will start to move away
from the resonance. Tslip shows the slippage time to move from the RF peak to the
RF trough. Subfigures D.7a, D.7b, D.7c show three different scenarios taken from
Fig. D.6.
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